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## Abstract

The present dissertation consists of three parts.
In the first part we study unique continuation principles and the asymptotic behaviour of weak solutions to some elliptic problems. Our approach is based on the combination of an Almgren-type monotonicity formula with a blow-up analysis. Pohozaev-type identities play a key role in the derivation of Almgren's monotonicity formulas and can be challenging to derive when the solution lacks regularity. Then we also present a regularity result in weighted Sobolev spaces and a Pohozaev identity obtained as an application.

More precisely, in Chapter 2 we derive local asymptotics of solutions to second order elliptic equations at the edge of a $(N-1)$-dimensional crack, with homogeneous Neumann boundary conditions prescribed on both sides of the crack. We provide a complete classification of all possible asymptotic degrees of homogeneities of solutions at the crack's tip, together with a strong unique continuation principle.

In Chapter 3 we recall some useful results about weighted Sobolev spaces which are used throughout the present dissertation. Furthermore, we prove Sobolev-type regularity results for solutions to a class of second order elliptic equations with a singular or degenerate weight, under non-homogeneous Neumann conditions. As an application, we derive a Pohozaev-type identity.

In Chapter 4 we investigate unique continuation properties and asymptotic behaviour at boundary points for solutions to a class of elliptic equations involving the spectral fractional Laplacian. An extension procedure leads us to study a degenerate or singular equation on a cylinder, with a homogeneous Dirichlet boundary condition on the lateral surface and a non homogeneous Neumann condition on the basis. For the extended problem, we classify the local asymptotic profiles at the edge where the transition between boundary conditions occurs. Passing to traces, an analogous blow-up result and its consequent strong unique continuation property are deduced for the non-local fractional equation.

In Chapter 5 strong unique continuation properties and a classification of the asymptotic profiles are established for spectral fractional powers of a Schrödinger operator with a Hardytype potential singular at 0 . Similarly to Chapter 4 , we make use of an extension procedure and classify the local behaviour for the extended problem, which turns out to depend on the coefficient of the singular potential.

In the second part of the present dissertation, we investigate unique continuation principles and the asymptotic behaviour of weak solutions to a class of parabolic equations. More precisely, in Chapter 6 we obtain a classification of local asymptotic profiles and strong unique continuation properties for a class of fractional heat equations with a Hardy-type potential. Similarly to the elliptic case, we make use of an extension procedure to localize the problem.

In the third part of the present dissertation, we study the asymptotic behaviour of simple eigenvalues of Aharonov-Bohm operators with half integer circulation on a simple connected
bounded domain $\Omega \subset \mathbb{R}^{2}$ with Dirichlet boundary conditions as many poles coalesce to a fixed point. More precisely, in Chapter 7, we make use of a gauge transformation to reformulate the problem as an eigenvalue problem for the Laplacian in a domain with straight cracks, laying along the moving directions of poles. For this problem, we obtain an asymptotic expansion for eigenvalues, in which the dominant term is related to the minimum of an energy functional associated with the configuration of poles and defined on a space of functions suitably jumping through the cracks. Concerning configurations with an odd number of poles, an accurate blow-up analysis identifies the exact asymptotic behaviour of eigenvalues and the sign of the variation in some cases. An application to the special case of two poles is also discussed.
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## Chapter 1

## Introduction

The present dissertation deals with two subjects. The first one is strong unique continuation and classification of local behaviour of solutions to some elliptic and parabolic equations. We recall that a family of functions $\mathcal{F}=\left\{f_{i}\right\}_{i \in I}$, with $f_{i}: A \rightarrow \mathbb{R}, A \subseteq \mathbb{R}^{N}$, satisfies the strong unique continuation property if no function in $\mathcal{F}$, besides possibly the trivial null function, has a zero of infinite order at any point $x_{0} \in A$. We study unique continuation properties for several classes of problems, also involving fractional operators, by monotonicity approach. The proof of monotonicity formulas in a fractional setting rises delicate regularity issues; these require the development of ad-hoc Sobolev-type regularity results, which happen to be of independent interest.

The second subject treated in this thesis is spectral stability for Aharonov-Bohm operators, on a simple connected bounded domain $\Omega \subset \mathbb{R}^{2}$, with Dirichlet boundary condition. We focus on the case of half-integer-circulation, which is of particular interest from a physical and mathematical point of view. More precisely, we consider operators with many poles coalescing to a fixed point and study the sharp asymptotic behaviour of eigenvalues.

In this introduction we give a brief and not exhaustive overview of the vast literature on this two subjects and outline our results and methods.

### 1.0.1 Part I: Unique continuation for elliptic problems

In the first part of this dissertation we study unique continuation for some elliptic equations. The first result about strong unique continuation for second order problems was obtained by Carleman in [38] for bounded potentials in dimension 2, by means of weighted a priori inequalities. The so-called Carleman estimates are still today one of the main techniques used in this research field. They have been adapted by many authors to generalize Carleman's results and prove unique continuation for more general classes of elliptic equations. Among the numerous contributions in this area we mention [16, 88, 122, 133] and in particular [92], where strong unique continuation is established under sharp scale invariant assumptions on the potentials. Garofalo and Lin developed in [79] an alternative approach to the study of unique continuation, based on local doubling inequalities, which are in turn deduced by the monotonicity of an Almgren-type frequency function, see [14]. In the present dissertation we follow this latter approach.

For some fixed $x_{0} \in \mathbb{R}^{N}$, the Almgren frequency function $\mathcal{N}$, associated to the solution $u$ of some problem, can be defined as the ratio between a local energy $D$ and a local mass or
height $H$ around $x_{0}$. For example, for the model problem

$$
-\Delta u=h u
$$

and $x_{0}=0$, the energy and height functions are defined as

$$
D(r):=\frac{1}{r^{N-2}} \int_{B_{r}}\left(|\nabla u|^{2}-h u^{2}\right) d x \quad \text { and } \quad H(r):=\frac{1}{r^{N-1}} \int_{\partial B_{r}} u^{2} d S
$$

respectively, while the frequency function $\mathcal{N}$ is given by

$$
\mathcal{N}(r):=\frac{D(r)}{H(r)}
$$

For any $r>0$, we are denoting with $B_{r}$ the set

$$
\begin{equation*}
B_{r}:=\left\{x \in \mathbb{R}^{N}:|x|<r\right\} \tag{1.1}
\end{equation*}
$$

The notion of frequency introduced above has been adapted to several classes of elliptic problems, see [65, 67, 68] for equations with singular potentials and [63] for domains with corners, to prove not only unique continuation, but also, in combination with a blow-up analysis, a classification of possible asymptotic profiles of solutions.

In Chapter 2 we establish a strong unique continuation principle and analyse the asymptotic behaviour of solutions, from the edge of a flat crack $\Gamma$, for the following elliptic problem with homogeneous Neumann boundary conditions on both sides of the crack

$$
\begin{cases}-\Delta u=f u, & \text { in } B_{R} \backslash \Gamma  \tag{1.2}\\ \frac{\partial^{+} u}{\partial \nu^{+}}=\frac{\partial^{-} u}{\partial \nu^{-}}=0, & \text { on } \Gamma\end{cases}
$$

where $B_{R} \subset \mathbb{R}^{N}$ is as in (1.1), $N \geq 2, \Gamma$ is a closed subset of $\mathbb{R}^{N-1} \times\{0\}$ with $C^{1,1}$-boundary, and the potential $f$ is a measurable function satisfying suitable regularity or growth conditions (see (2.6) and (2.7)). The boundary operators $\frac{\partial^{+}}{\partial \nu^{+}}$and $\frac{\partial^{-}}{\partial \nu^{-}}$in (1.2) are defined as

$$
\frac{\partial^{+} u}{\partial \nu^{+}}:=-\frac{\partial}{\partial x_{N}}\left(\left.u\right|_{B_{R}^{+}}\right) \quad \text { and } \quad \frac{\partial^{-} u}{\partial \nu^{-}}:=\frac{\partial}{\partial x_{N}}\left(\left.u\right|_{B_{R}^{-}}\right)
$$

where we are denoting, for all $r>0$,

$$
B_{r}^{+}:=\left\{\left(x^{\prime}, x_{N-1}, x_{N}\right) \in B_{r}: x_{N}>0\right\}, \quad B_{r}^{-}:=\left\{\left(x^{\prime}, x_{N-1}, x_{N}\right) \in B_{r}: x_{N}<0\right\}
$$

being the total variable $x \in \mathbb{R}^{N}$ written as $x=\left(x^{\prime}, x_{N-1}, x_{N}\right) \in \mathbb{R}^{N-2} \times \mathbb{R} \times \mathbb{R}$.
The interest in elliptic problems in domains with cracks is motivated by elasticity theory, see e.g. [90, 43]. In particular, in crack problems, the coefficients of the asymptotic expansion of solutions near the crack's tip are related to the so called stress intensity factor, see [43]. We refer to $[40,41,52]$ and references therein for the study of the behaviour of solutions at the edge of a cut.

The derivation of a monotonicity formula around a boundary point presents some additional difficulties with respect to the interior case, due to the role that the regularity and the geometry of the domain may play.

Among papers dealing with unique continuation from the boundary under homogeneous Dirichlet conditions we cite [12, 13, 63, 94, 130]. Instead, for Neumann problems, we refer to [12] and [126] for the homogeneous case and to [49] for unique continuation from the vertex of a cone under non-homogeneous Neumann conditions. We also mention that unique continuation from Dirichlet-Neumann junctions for planar mixed boundary value problems was established in [61].

In order to estimate the derivative of the Almgren frequency function, see Proposition 2.3.10, a Pohozaev type identity is needed. However, the high non-smoothness of the domain $B_{R} \backslash \Gamma$ at points on the edge of the crack causes two kinds of difficulties in its proof. A first difficulty is a lack of regularity that can prevent us from integrating Rellich-Nec̆as identities of type (2.67). A second issue is related to the interference with the geometry of the crack, which manifests in the form of extra terms, produced by integration by parts, which could be problematic to estimate.

In [45], where homogeneous Dirichlet conditions on the crack are considered, this latter difficulty is overcome by assuming a local star-shapedness condition for the cracked domain. This geometric assumption forces the extra terms, produced by integration by parts, to have a sign favourable to the desired estimates. The problem produced by lack of regularity is instead solved in [45] by approximating $B_{r} \backslash \Gamma$ with a sequence of smooth domains $\Omega_{n, r} \subset B_{r}$. The solutions $u_{n}$ of approximating problems in $\Omega_{n, r}$ converge in $H^{1}\left(B_{r}\right)$ to the solution of the original cracked problem for $r \in(0, R)$ small enough. Each function $u_{n}$ is sufficiently regular to satisfy a Pohozaev type identity, in which it is possible to pass to the limit as $n \rightarrow \infty$. In this way it is possible to establish the inequality needed to estimate the derivative of the Almgren frequency function.

In Chapter 2 we use a similar approximation technique, which however entails additional difficulties and requires substantial modifications due to the Neumann boundary conditions. In particular, the existence of an extension operator for Sobolev functions on $\Omega_{n}$, uniform with respect to $n$, is obvious under Dirichlet boundary conditions but it turns out to be more delicate in the Neumann case, see Proposition 2.2.11. Furthermore, the different boundary conditions produce remainder terms with different signs, requiring a modified profile for the approximating domains, see Section 2.2.3.

Unlike [45], we do not require any geometric star-shapedness condition on the crack $\Gamma$, limiting ourselves to a $C^{1,1}$-regularity assumption, see (2.4) below. The removal of the starshapedness condition assumed in [45] requires a more sophisticated monotonicity formula, which is developed for the auxiliary problem (2.23), obtained after straightening the crack $\Gamma$ with a diffeomorphism introduced in [12], see Section 2.2.1. We mention that the same diffeomorphism is used for fractional elliptic equations, with a similar purpose, in [47]. The effect of this transformation straightening the crack is the appearance of a variable coefficient matrix in the divergence-form elliptic operator. As a consequence, an adaption of the definition of the energy $D$ and the height $H$ is needed, see (2.58) and (2.59). Chapter 2 is based on the paper [76].

In Chapter 3 we develop a Sobolev-type regularity theory in some weighted Sobolev spaces which, besides being of independent interest, is a key ingredient to prove a Pohozaev-type identity and a monotonicity formula in a fractional setting, see Chapters 4 and 5. More precisely, we deal with the following class of second order elliptic equations

$$
\begin{equation*}
-\operatorname{div}\left(y^{1-2 s} A(x, y) \nabla U(x, y)\right)+y^{1-2 s} c(x, y)=0, \quad x \in \mathbb{R}^{N}, y \in(0,+\infty) \tag{1.3}
\end{equation*}
$$

with the weight $y^{1-2 s}$ (being $\left.s \in(0,1)\right)$ which belongs to the second Muckenhoupt class and
is singular if $s>1 / 2$ and degenerate if $s<1 / 2$; we couple (1.3) with non-homogeneous Neumann conditions

$$
\begin{equation*}
\lim _{y \rightarrow 0^{+}} y^{1-2 s} A(x, y) \nabla U(x, y) \cdot \nu=h U(x, 0)+g(x) \tag{1.4}
\end{equation*}
$$

on the bottom of a half $(N+1)$-dimensional ball.
The interest in such a type of equations and related regularity issues has developed starting from the pioneering paper [58], proving local Hölder continuity results and Harnack's inequalities, and has grown significantly in recent years stimulated by the study of the fractional Laplacian in its realization as a Dirichlet-to-Neumann map [35].

In this context, among recent regularity results for problems of type (1.3)-(1.4), we mention [33] and [89] for Schauder and gradient estimates with $A$ being the identity matrix and $c \equiv 0$. More general degenerate/singular equations of type (1.3), admitting a varying coefficient matrix $A$, are considered in [120, 121]. In [120], under suitable regularity assumptions on $A$ and $c$, Hölder continuity and $C^{1, \alpha}$-regularity are established for solutions to (1.3)-(1.4) in the case $h \equiv g \equiv 0$, which, up to a reflection through the hyperspace $y=0$, corresponds to the study of solutions to the equation $-\operatorname{div}\left(|y|{ }^{1-2 s} A \nabla U\right)+|y|{ }^{1-2 s} c=0$ which are even with respect to the $y$-variable; Hölder continuity of solutions which are odd in $y$ is instead investigated in [121]. In addition, in [120] $C^{0, \alpha}$ and $C^{1, \alpha}$ bounds are derived for some inhomogeneous Neumann boundary problems (i.e. for $g \not \equiv 0$ ) in the case $c \equiv 0$. We also mention [51, 50] for regularity results in weighted Sobolev spaces and mixed-norm weighted Sobolev spaces for a class of singular or degenerate parabolic and elliptic equations in the upper half space.

Our goal in Chapter 3 is to derive Sobolev-type regularity results for solutions to (1.3)(1.4). Under suitable assumptions on $c, h, g$, the presence of the singular/degenerate homogenous weight, involving only the $(N+1)$-th variable $y$, makes the solutions to have derivates with respect to the first $N$ variables $x_{1}, x_{2}, \ldots, x_{N}$ belonging to a weighted $H^{1}$-space (with the same weight $y^{1-2 s}$ ); concerning the regularity of the derivative with respect to $y$, we obtain instead that the weighted derivative $y^{1-2 s} \frac{\partial U}{\partial y}$ belongs to a $H^{1}$-space with the dual weight $y^{2 s-1}$, confirming what has already been observed in [120, Lemma 7.1] for even solutions of the reflected problem corresponding to (1.3)-(1.4) with $h \equiv g \equiv 0$.

Our motivation for studying this question lies in the search for the minimal regularity needed to prove Pohozaev-type identities for solutions of the extended problem, resulting from the Caffarelli-Silvestre extension for the fractional Laplacian; Pohozaev-type identities can in turn be used to obtain Almgren-type monotonicity formulas in the spirit of [60]. Indeed, the Sobolev-type regularity results obtained in Theorem 3.2.1 allow us to directly obtain a Pohozaev-type identity (Proposition 3.2.3), without requiring $C^{1}$-regularity for the potential $h$ as in [60] and without approximating potentials in Sobolev spaces with smooth ones as done in [47]. Furthermore, the presence of the matrix $A$ makes our results applicable even to the problem modified by a diffeomorphic deformation of the domain, which straightens a $C^{1,1}$-boundary and produces the appearance of a variable coefficient matrix $A$, satisfying suitable regularity conditions (see (3.14), (3.15), and (3.16)); such a procedure is useful to study the behaviour of solutions at the boundary, see e.g. [47].

For a precise statement of our regularity result and the Pohozaev-type identity see Theorem 3.2.1 and Proposition 3.2.3. The proof of Theorem 3.2.1 is based on the classical Nirenberg difference quotient method, see [107]. Chapter 3 is based on the paper [75].

In Chapter 4 we prove the strong unique continuation property and derive local asymptotics from a point $x_{0} \in \partial \Omega$ for the solutions to the following equation

$$
(-\Delta)^{s} u=h u \quad \text { on } \Omega,
$$

where $s \in(0,1), \Omega \subseteq \mathbb{R}^{N}$ is a bounded Lipschitz domain whose boundary is $C^{1,1}$ in a neighbourhood of $x_{0}, N>2 s, h$ is a measurable function on $\Omega$ satisfying suitable summability properties, see (4.8), and $(-\Delta)^{s}$ is the so-called spectral fractional Laplacian.

Several results are available in the literature about the spectral fractional Laplacian and its interpretations. See [9], [102], and references therein for a detailed overview. We mention that regularity properties for stationary equations are discussed in [82], while existence and uniqueness results for evolution equations governed by the spectral fractional Laplacian are established in [26]. More closely related to our topic of investigation are the results in [135], where a strong unique continuation principle at nodal points is proved for fractional powers of some divergence-type elliptic operators, including the case of the spectral fractional Laplacian. The techniques used in [135] are inspired by those introduced in [60], which are based on a combination of a monotonicity formula for an Almgren-type frequency function and a blow-up analysis. This local approach is made possible by the extension results by [125, Theorem 1.1] and [35, Theorem 2.5].

As already observed, since the point $x_{0}$ from which the unique continuation is sought after lies on $\partial \Omega$, the geometry of $\partial \Omega$ can interfere with the monotonicity argument. In Chapter 4 we face this difficulty by straightening the boundary with a local diffeomorphism in the same spirt of Chapter 2. This transformation transfers the information about the geometry of $\partial \Omega$ into a coefficient matrix in the operator, which turns out to be a perturbation of the identity if the boundary is regular enough, see Section 4.3. Secondly, we make use of the Pohozaev type identity obtained in Proposition 3.2.3 to differentiate the frequency function and to develop the monotonicity argument. Furthermore, a blow-up analysis provides a detailed description of the asymptotic behaviour of solutions to (4.1) at $x_{0}$, giving a complete classification of the order of homogeneity of asymptotic profiles, see Theorem 4.1.2 below. For this purpose, an important role is played by an eigenvalue problem on a half-sphere under a symmetry condition, see (4.19).

The extension problem corresponding to (4.1) consists of a degenerate or singular equation on the cylinder $\Omega \times(0,+\infty)$; a homogeneous Dirichlet boundary condition is imposed on the lateral surface $\partial \Omega \times(0,+\infty)$ and a weighted Neumann-type derivative on the basis $\Omega \times\{0\}$ is equal to the right hand side of (4.1), see (4.17). Therefore, the formulation of the problem in terms of the extension leads us to study what happens near a point of the edge, at which a transition between boundary conditions of a different type takes place. We observe that this situation is quite different from the one that occurs in [47], where unique continuation from boundary points is studied for the restricted fractional Laplacian; indeed, the extension problem corresponding to the case treated in [47] is a degenerate or singular problem with mixed conditions that vary on a flat basis rather than on an edge. In fact, the analysis carried out in Chapter 4 highlights different asymptotic behaviours at the boundary for the two operators, unlike what happens at internal points, where the locally equivalent form of the extended problems induces the same blow-up profiles. Chapter 4 is based on the paper [46].

In Chapter 5 we deal with fractional powers of the operator

$$
L_{\alpha, k} u:=-\Delta u-\frac{\alpha}{|x|_{k}^{2}} u
$$

on a connected bounded Lipschitz domain $\Omega \subset \mathbb{R}^{N}$ with $N \geq 3$ and $0 \in \Omega$, where

$$
|x|_{k}^{2}=\sum_{i=1}^{k} x_{i}^{2} \quad \text { and } \quad \alpha \in\left(-\infty,\left(\frac{k-2}{2}\right)^{2}\right)
$$

for any $k \in\{3, \ldots, N\}$. If $k=N$ we simply write $|x|$ for $|x|_{N}$.
The operator $L_{\alpha, k}$ is an elliptic operator which is singular on a $N-k$-dimensional set. In view of Hardy-Maz'ja-type inequalities, see Section 5.1, the operator $L_{\alpha, k}$ has a discrete spectrum on $H_{0}^{1}(\Omega)$. Hence the fractional powers $L_{\alpha, k}^{s}$ of $L_{\alpha, k}$ with $s \in(0,1)$ can be defined in a spectral sense, see for example [125]. In the particular case $\alpha=0$ the operator $L_{\alpha, k}^{s}$ reduces to the spectral fractional Laplacian $(-\Delta)^{s}$ consider in Chapter 4.

We give a more precise definition of $L_{\alpha, k}^{s}$ in Section 5.1. To the best of our knowledge, the operator $L_{\alpha, k}^{s}$ has not been considered before in the literature with $\alpha \neq 0$ in a bounded domain. In the whole space $\mathbb{R}^{N}$ the fractional powers of $L_{\alpha, N}$ have already been defined by means of spectral theory, see [78]. In [78], generalised and reversed Hardy types inequalities have been obtained for $L_{\alpha, N}^{s}$, using semigroup theory and estimates on the corresponding heat kernel.

We establish a unique continuation principle from the singular point 0 and classify the asymptotic profiles for solutions of linear equations involving the operator $L_{\alpha, k}^{s}$. More precisely, we are interested in the equation

$$
L_{\alpha, k}^{s} u=g u \quad \text { in } \Omega
$$

where the potential $g$ is a measurable function satisfying some growth assumption near 0 , see (5.3). In particular, we prove that the asymptotic profile of $u$ in 0 is a homogenous function. We also characterize the possible orders of homogeneity of blow-up profiles, which have a non-trivial dependence on the singular potential $\alpha|x|_{k}^{-2}$.

For the restricted fractional Laplacian with a Hardy-type potential, under similar assumptions on the potential $g$ and with a non-linear term, a complete classification of the possible asymptotic profiles and a unique continuation property from 0 have been obtained in [60]. The asymptotic behaviour of the spectral fractional Laplacian with a Hardy-type potential is identical since the equivalent problem obtained with a Caffarelli-Silvestre extension procedure is locally the same. The restricted fractional Laplacian with a Hardy-type potential has been intensively studied in the literature, see for example [59, 25, 10, 62, 69] and the references within.

If $k=N$, it is interesting to compare our results with [60], in particular as far as the minimal order of homogeneity of the asymptotics profiles are concerned, see (5.23), Theorem 5.1.10 and [60, Proposition 2.3]. In our case, it is possible to compute it explicitly, while for the restricted fractional Laplacian only a more implicit expression is available.

Similar results have been obtained in [68] in the classical case, that is $s=1$, in the much more general situation of multiple potentials, including cylindrical and multi-body ones, and with the presence of a non-linear term. Furthermore, in [68] the authors also studied regularity properties of the solutions by means of a Brezis-Kato argument and obtained pointwise estimates.

Similarly to Chapter 4, in order to obtain an Almgren type monotonicity formula and perform a blow-up analysis, we localize the problem with an extension result, see Theorem 5.1.7 and also [37, 35, 125]. We also need a Pohozaev type identity. The singularity of the

Hardy type potential $\alpha|x|_{k}^{-2}$, the assumptions (5.3) on $g$ and the singularity or degeneracy of the Muckenhoupt weight $y^{1-2 s}$ in the hyperplane $\mathbb{R}^{n} \times\{0\}$ cause an eventual lack of regularity for solutions to the extended problem. We overcome this difficulty by means of an approximation procedure based on the Implicit Function Theorem and the Pohozaev identity proved in Proposition 3.2.3. Chapter 5 is based on the paper [118].

### 1.0.2 Part II: Unique continuation for parabolic problems

In the second part of the present dissertation we deal with fractional parabolic equations. There exists a large literature dealing with strong continuation properties in the local parabolic setting. Similarly to the elliptic case, both Carleman estimates and monotonicity methods, have been widely used starting form the pioneristic paper [113]. We mention [100] for unique continuation for parabolic operators with $L^{\frac{N+1}{2}}$ time-independent coefficients and [115, 123] for unique continuation on horizontal components, proved by Carleman weighted inequalities, in the presence of time-dependent coefficients. The paper [39] contains not only a unique continuation result but also some local asymptotic analysis of solutions to parabolic inequalities with bounded coefficients. We quote $[53,54,55,56,77]$ for unique continuation results for parabolic equations with time-dependent potentials by Carleman inequalities and monotonicity methods. We also refer to [22] for unique continuation properties for the heat operator with a Hardy potential established by Carleman estimates.

In Chapter 6 we deal with the following singular fractional evolution equation

$$
\begin{equation*}
\left(w_{t}-\Delta w\right)^{s}=\frac{1}{\kappa_{s}}\left(\frac{\mu}{|x|^{2 s}} w+g w\right), \quad \text { in } \mathbb{R}^{N} \times\left(t_{0}-T, t_{0}\right) \tag{1.5}
\end{equation*}
$$

where $T>0$, and, letting $\Gamma$ be the usual $\Gamma$-function,

$$
s \in(0,1), \quad N>2 s, \quad \mu<\kappa_{s} \Lambda_{N, s}, \quad \kappa_{s}:=\frac{\Gamma(1-s)}{2^{2 s-1} \Gamma(s)}, \quad \Lambda_{N, s}:=2^{2 s} \frac{\Gamma^{2}\left(\frac{N+2 s}{4}\right)}{\Gamma^{2}\left(\frac{N-2 s}{4}\right)}
$$

The potential $g$ is a measurable function satisfying some regularity and growth assumptions see (6.4) and (6.37). We are interested in studying the asymptotic behaviour of solutions to (1.5) at $(x, t)=\left(0, t_{0}\right)$ along the directions $\left(\lambda x, t_{0}-\lambda^{2} t\right)$ as $\lambda \rightarrow 0^{+}$. Our main result is a classification of possible limiting asymptotic rates and profiles in terms of the eigenfunctions of a weighted Ornstein-Uhlenbeck operator. As a corollary, we obtain a strong space-like unique continuation property from the point $\left(0, t_{0}\right)$.

In the literature one may find many definitions of the operator $H^{s}(w):=\left(w_{t}-\Delta w\right)^{s}$ in (1.5), that is of the fractional power of the classical heat operator $H(w):=w_{t}-\Delta w$. We refer to [19] and [125] for a presentation of the several ways to define $H^{s}$ corresponding to different functional settings. It is also worth mentioning that a pointwise formula for $H^{s} u$ is derived in [125]. In Section 6.1 we give a precise definition of $H^{s}$ and of weak solutions to (1.5) by the Fourier transform.

Our approach is based on an Almgren-Poon type monotonicity formula, see [113], combined with a blow-up argument. We mention that monotonicity methods and blow-up analysis are used in [72] to prove strong unique continuation and classification of blow-up profiles for parabolic equations with a Hardy potential (corresponding to the case $s=1$ in (1.5)); analogous results are obtained in [73] for a class of parabolic equations with critical electromagnetic potentials.

To deal with the fractional case we introduce an Almgren-Poon frequency function for an equivalent localized problem, constructed by the extension procedure developed in [21, 24, 110, 125], in the spirit of the one introduced by Caffarelli and Silvestre in [35] for the fractional powers of the Laplacian. This leads us to deal with equation (6.10), which is a local degenerate or singular parabolic problem in a one more dimension, see Section 6.1 for the details.

In a fractional parabolic setting, an Almgren-Poon frequency formula is first established in [125] in the absence of potentials, i.e. for $g \equiv 0$ and $\mu=0$. Subsequently, an AlmgrenPoon monotonicity approach is used in [21] to prove unique continuation properties for weak solutions to (1.5) in the case $\mu=0$, that is without the Hardy singularity, and under $C^{1}$ or $C^{2}$ regularity assumptions on the potential $g$, depending on the value of $s$. In [21] a crucial role is played by a Hölder regularity theory for solutions to the extended problem, which has, in addition to its independent interest, applications to the estimates needed to derive an Almgren-Poon type monotonicity formula. We mention that a space-like strong unique continuation property is established in [17] in the case $\mu=0$ via a conditional elliptic type doubling property and blow-up analysis. The case $\mu=0$ is treated also in [19], where, under similar regularity assumptions on the potential $g$, a fine analysis of the structure of the nodal set and of possible blow-ups of solutions vanishing with a finite order is performed. The approach of [19] is also based on an Almgren-Poon type monotonicity formula and makes use of some uniform Hölder bounds, improving the regularity estimates of [21] and providing an independent proof of the Hölder regularity of weak solutions.

Due to the presence of a Hardy-type potential, there is no hope to obtain similar regularity results, since weak solutions to (1.5) may in general be not bounded, see Theorem 6.1.7. In the spirit of [72], to overcome this difficulty we rely instead on the theory of abstract parabolic equations, once a formulation of the extension problem in a suitable Gaussian space is obtained. Furthermore we also obtain a classification of the asymptotic profiles of weak solutions to (1.5) at $(x, t)=\left(0, t_{0}\right)$ along the directions $\left(\lambda x, t_{0}-\lambda^{2} t\right)$ as $\lambda \rightarrow 0^{+}$, see Theorem 6.1.7 and Theorem 6.1.6 in Section 6.1. Chapter 6 is based on the paper [74].

### 1.0.3 Part III: Spectral Stability for Aharonov-Bohm operators

In the third part of the present thesis we deal with quantitative spectral stability for AharonovBohm operators with many coalescing poles, half-integer circulation and homogeneous Dirichlet boundary conditions on a simply connected open bounded domain $\Omega \subset \mathbb{R}^{2}$.

More precisely, in Chapter 7 we consider the case of any number $k$ of poles moving along straight lines towards a collision point $P \in \Omega$, with distances from $P$ vanishing with the same order. Without loss of generality, we assume that $P=0 \in \Omega$, so that the moving poles can be written as multiples of $k$ fixed points $\left\{a^{j}\right\}_{j=1, \ldots, k}$ with the same multiplicative infinitesimal parameter $\varepsilon>0$.

Since we are interested in the asymptotic behaviour of eigenvalues as $\varepsilon \rightarrow 0^{+}$, it is not restrictive to assume that there exists $R<1$ such that

$$
\left\{a^{j}\right\}_{j=1, \ldots, k} \subset B_{R}(0) \subset \Omega
$$

where, for every $r>0$ and $x \in \mathbb{R}^{2}$, we denote $B_{r}(x):=\left\{y \in \mathbb{R}^{2}:|x-y|<r\right\}$. Henceforth, we denote $B_{r}(0)$ simply by $B_{r}$.

We assume that, among the $k$ poles, there are $k_{1}$ poles that stand alone on their own straight line through the origin, while the remaining ones form $k_{2}$ pairs of poles staying on the same straight line but on different sides with respect to the origin. Hence

$$
k=k_{1}+2 k_{2} \quad \text { with } k_{1}, k_{2} \in \mathbb{N},\left(k_{1}, k_{2}\right) \neq(0,0),
$$

and, for every $j=1, \ldots, k$, there exist $r_{j}>0$ and $\alpha^{j} \in(-\pi, \pi]$ such that $\alpha^{j} \neq \alpha^{\ell}$ if $j \neq \ell$ and

$$
\begin{equation*}
a^{j}=r_{j}\left(\cos \left(\alpha^{j}\right), \sin \left(\alpha^{j}\right)\right), \tag{1.6}
\end{equation*}
$$

where $\alpha^{j_{1}} \neq \alpha^{j_{2}} \pm \pi$ if $j_{1} \neq j_{2}$ and $j_{1}, j_{2} \in\left\{1, \ldots, k_{1}\right\}$, while $\alpha^{j} \in(-\pi, 0]$ and $\alpha^{j+k_{2}}=\alpha^{j}+\pi$ for every $j \in\left\{k_{1}+1, \ldots, k_{1}+k_{2}\right\}$. For the sake of simplicity, we treat in detail configurations of the type described above, see 1.1; in Section 7.7 we explain how our methods and results can be extended to more general configurations of poles.


Figure 1.1: Configuration of poles $\left(k_{1}+1 \leq j \leq k_{1}+k_{2}\right)$.
For every $j=1, \ldots, k$ and $\varepsilon \in(0,1]$, we define

$$
a_{\varepsilon}^{j}:=\varepsilon a^{j} .
$$

For every $b=\left(b_{1}, b_{2}\right) \in \mathbb{R}^{2}$, the Aharonov-Bohm vector potential with pole $b$ and circulation $\rho \in \mathbb{R}$ is defined as

$$
A_{b}^{\rho}\left(x_{1}, x_{2}\right):=\rho\left(\frac{-\left(x_{2}-b_{2}\right)}{\left(x_{1}-b_{1}\right)^{2}+\left(x_{2}-b_{2}\right)^{2}}, \frac{x_{1}-b_{1}}{\left(x_{1}-b_{1}\right)^{2}+\left(x_{2}-b_{2}\right)^{2}}\right), \quad\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \backslash\{b\} .
$$

In Chapter 7, we consider the case of half-integer circulations $\rho \in \frac{1}{2}+\mathbb{Z}$, which is of particular interest from the mathematical point of view due to applications to the problem of spectral minimal partitions, see [27, 109]. For $\rho=\frac{1}{2}$ we denote

$$
\begin{equation*}
A_{b}:=A_{b}^{1 / 2} \tag{1.7}
\end{equation*}
$$

We are interested in the multi-singular vector potential

$$
\mathcal{A}_{\varepsilon}^{\left(n_{1}, n_{2}, \ldots, n_{k}\right)}:=\sum_{j=1}^{k} A_{a_{\varepsilon}^{j}}^{n_{j}+\frac{1}{2}}=\sum_{j=1}^{k}\left(2 n_{j}+1\right) A_{a_{\varepsilon}^{j}},
$$

having at each pole $a_{\varepsilon}^{j}$ half-integer circulation $n_{j}+\frac{1}{2}$ with $n_{j} \in \mathbb{Z}$, and in the corresponding eigenvalue problem

$$
\begin{cases}\left(i \nabla+\mathcal{A}_{\varepsilon}^{\left(n_{1}, n_{2}, \ldots, n_{k}\right)}\right)^{2} u=\lambda u, & \text { in } \Omega  \tag{1.8}\\ u=0, & \text { on } \partial \Omega\end{cases}
$$

where the magnetic Schrödinger operator $\left(i \nabla+\mathcal{A}_{\varepsilon}^{\left(n_{1}, n_{2}, \ldots, n_{k}\right)}\right)^{2}$ acts as

$$
\left(i \nabla+\mathcal{A}_{\varepsilon}^{\left(n_{1}, n_{2}, \ldots, n_{k}\right)}\right)^{2} u:=-\Delta u+2 i \mathcal{A}_{\varepsilon}^{\left(n_{1}, n_{2}, \ldots, n_{k}\right)} \cdot \nabla u+\left|\mathcal{A}_{\varepsilon}^{\left(n_{1}, n_{2}, \ldots, n_{k}\right)}\right|^{2} u
$$

Since $n_{j} \in \mathbb{Z}, \mathcal{A}_{\varepsilon}^{\left(n_{1}, n_{2}, \ldots, n_{k}\right)}$ is gauge equivalent to the vector potential

$$
\mathcal{A}_{\varepsilon}:=\sum_{j=1}^{k}(-1)^{j+1} A_{a_{\varepsilon}^{j}} .
$$

Therefore the operators $\left(i \nabla+\mathcal{A}_{\varepsilon}^{\left(n_{1}, n_{2}, \ldots, n_{k}\right)}\right)^{2}$ and $\left(i \nabla+\mathcal{A}_{\varepsilon}\right)^{2}$ are unitarily equivalent (see [96, Theorem 1.2] and [97, Proposition 2.2]), and consequently the spectrum of (1.8) coincides with that of

$$
\begin{cases}\left(i \nabla+\mathcal{A}_{\varepsilon}\right)^{2} u=\lambda u, & \text { in } \Omega,  \tag{1.9}\\ u=0, & \text { on } \partial \Omega\end{cases}
$$

Hence, to study the behaviour as $\varepsilon \rightarrow 0^{+}$of the spectrum of (1.8), it is not restrictive to consider problem (1.9). We refer to (7.2) for the variational formulation of (1.9). From classical spectral theory, problem (1.9) has a diverging sequence of real positive eigenvalues $\left\{\lambda_{\varepsilon, n}\right\}_{n \in \mathbb{N} \backslash\{0\}}$; in the sequence $\left\{\lambda_{\varepsilon, n}\right\}_{n \in \mathbb{N} \backslash\{0\}}$ we repeat each eigenvalue according to its multiplicity. Moreover, the eigenspace associated to each eigenvalue has finite dimension.

As $\varepsilon \rightarrow 0^{+}$, the following limit eigenvalue problem comes into play:

$$
\begin{cases}\left(i \nabla+\frac{1+(-1)^{k+1}}{2} A_{0}\right)^{2} u=\lambda u, & \text { in } \Omega  \tag{1.10}\\ u=0, & \text { on } \partial \Omega\end{cases}
$$

with $A_{0}$ defined as in (1.7) with $b=0$. If $k$ is odd, the operator in (1.10) is the AharonovBohm operator with one pole in 0 and circulation $\frac{1}{2}$; as above, the classical Spectral Theorem applies and provides a diverging sequence of real positive eigenvalues $\left\{\lambda_{0, n}\right\}_{n \in \mathbb{N} \backslash\{0\}}$ with finite multiplicity. Furthermore, it is well-known that, in this case, eigenfunctions vanish in 0 with order $\frac{m}{2}$, for some odd $m \in \mathbb{N}$, and have exactly $m$ nodal lines meeting at 0 and dividing the whole $2 \pi$-angle into $m$ equal parts; see [66, Theorem 1.3 , Section 7 ] and (7.55)-(7.56) for a description of the asymptotic behaviour at 0 of eigenfunctions of (1.10).

If $k$ is even the nature of the limit eigenvalue problem undergoes a significant mutation. Indeed, for $k$ even, the operator in (1.10) is the classical Dirichlet Laplacian and the eigenvalue problem (1.10) can be rewritten as

$$
\begin{cases}-\Delta u=\lambda u, & \text { in } \Omega  \tag{1.11}\\ u=0, & \text { on } \partial \Omega\end{cases}
$$

We conclude that, for every $k \in \mathbb{N} \backslash\{0\}$, the spectrum of (1.10) is a diverging sequence $\left\{\lambda_{0, n}\right\}_{n \in \mathbb{N} \backslash\{0\}}$ of positive real eigenvalues.

We recall from [97, Theorem 1.2] that, whatever the number $k$ of poles is,

$$
\text { the function } \quad \varepsilon \mapsto \lambda_{\varepsilon, n} \quad \text { is continuous on }[0,1],
$$

so that, in particular,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \lambda_{\varepsilon, n}=\lambda_{0, n} \tag{1.12}
\end{equation*}
$$

for every $n \in \mathbb{N} \backslash\{0\}$. In Chapter 7 we aim to give a sharp asymptotic expansion for the variation $\lambda_{\varepsilon, n}-\lambda_{0, n}$ of simple eigenvalues with respect to the moving configuration of poles.

In the case of one moving pole, [28] establishes a first relation between the rate of convergence (1.12) and the number of the nodal lines of the corresponding eigenfunction. Sharper asymptotic expansions for simple eigenvalues are obtained in [1], in the case of one pole moving along the tangent to a nodal line of the limit eigenfunction, and in [2], in the case of one pole moving along any direction. The case of one pole approaching the boundary is treated in [6] and [108]. The methods developed in [1], [6], and [108] are based on an Almgren type frequency formula, which provides local energy bounds for eigenfunctions. These are used to estimate the Rayleigh quotient, whose minimax levels characterize the eigenvalues, and to prove the convergence of a family of blown-up eigenfunctions to some non trivial limit profile. In particular, using the notation introduced above, in [1] it is proved that, for $k=k_{1}=1$ and $a_{\varepsilon}^{1}=\varepsilon a^{1}=\varepsilon r_{1}\left(\cos \left(\alpha^{1}\right), \sin \left(\alpha^{1}\right)\right)$ moving along the tangent to one of the $m$ nodal lines of the limit eigenfunction $u_{0}$, if $\lambda_{0, n}$ is a simple, then

$$
\begin{equation*}
\lambda_{\varepsilon, n}-\lambda_{0, n}=4 r_{1}^{m}\left(\left|\beta_{1}\right|^{2}+\left|\beta_{2}\right|^{2}\right) \mathfrak{M} \varepsilon^{m}+o\left(\varepsilon^{m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} . \tag{1.13}
\end{equation*}
$$

In (1.13) $\left(\beta_{1}, \beta_{2}\right) \neq(0,0)$ is such that

$$
\lim _{r \rightarrow 0^{+}} r^{-\frac{m}{2}} u_{0}(r \cos t, r \sin t)=\beta_{1} e^{i \frac{t}{2}} \cos \left(\frac{m}{2} t\right)+\beta_{2} e^{i \frac{t}{2}} \sin \left(\frac{m}{2} t\right),
$$

see (7.55), and $\mathfrak{M}<0$ is a negative constant depending only on $m$, which has the following variational characterization:

$$
\begin{equation*}
\mathfrak{M}=\min \left\{\frac{1}{2} \int_{\mathbb{R}_{+}^{2}}|\nabla u(x)|^{2} d x-\frac{m}{2} \int_{0}^{1} x_{1}^{\frac{m}{2}-1} u\left(x_{1}, 0\right) d x_{1}: u \in \mathcal{D}_{s}^{1,2}\left(\mathbb{R}_{+}^{2}\right)\right\} \tag{1.14}
\end{equation*}
$$

where $s:=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x_{2}=0\right.$ and $\left.\left.x_{1} \geq 1\right\}, \mathbb{R}_{+}^{2}=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x_{2}>0\right)\right\}$, and $\mathcal{D}_{s}^{1,2}\left(\mathbb{R}_{+}^{2}\right)$ is the completion of $C_{\mathrm{c}}^{\infty}\left(\overline{\mathbb{R}_{+}^{2}} \backslash s\right)$ with respect to the norm $\left(\int_{\mathbb{R}_{+}^{2}}|\nabla u|^{2} d x\right)^{1 / 2}$. For an explicit formula for $\mathfrak{M}$ we refer to [ 5 , Theorem 2.3]. The quantity appearing in (1.14) can be interpreted as a weighted torsional rigidity of the segment along which the pole is moving. Concerning the classical notion of torsional rigidity of a set, the literature is vast; among many others, we cite the classical books $[112,85]$ for the basic definitions and some possible application in shape optimization and $[131,32,30]$ for more recent investigations in the field. We also point out [8], where a notion of thin torsional rigidity is exploited in the study of spectral stability for some singularly perturbed problems.

In the case of one single pole, the study of Aharonov-Bohm eigenvalues benefits from the known regularity of the eigenvalue as a function of the pole position. Indeed, in [97] it is proved that, in the case of one moving pole, eigenvalues are analytic as functions of the pole, so that the eigenvalue variation admits a Taylor expansion. The sharp asymptotics on nodal lines (1.13) obtained in [1] is used in [2] to compute the leading term of such Taylor
expansion, exploiting symmetry and periodicity properties of the Fourier coefficients of the blow-up profile with respect to the moving direction. In the case of many poles, the analyticity property is maintained as long as the poles are away from each other (see again [97]), but is lost in the case of a collision; indeed in [4] (and in [3] for symmetric domains) it is proved that, in the case of two poles colliding at a point outside the nodal set of the limit eigenfunction, the eigenvalue variation is asymptotic to the logarithm of the distance.

From the above discussion it therefore emerges that the case of multiple colliding poles presents additional significant difficulties. So far, up to our knowledge, in the literature only the case of two coalescing poles has been addressed with the aim of deriving precise asymptotic estimates in terms of the distance between the two poles. The paper [3] derives the asymptotic behaviour of eigenvalues of Aharonov-Bohm operators with two colliding poles moving on an axis of symmetry of the domain, which is assumed not to be tangent to any nodal line of the limit eigenfunction. The argument used in [3] is based on isospectrality with the Dirichlet Laplacian on the domain with a small segment removed, for which an asymptotic expansion of the eigenvalue variation is obtained by a capacity argument, in the spirit of [42]. The complementary case of two colliding poles, which move on an axis of symmetry coinciding with a nodal line of the limit eigenfunction, is treated in [5], exploiting an isospectrality result and a monotonicity formula in the spirit of [1]. The assumption of symmetry of the domain is removed in [4], in the case of two poles collapsing at an interior point out of nodal lines of the limit eigenfunction; this is possible thanks to an estimate of the diameter of the nodal set of magnetic eigenfunctions close to the collision point.

In Chapter 7 we develop a new approach that provides asymptotic expansions of the eigenvalue variation in the most general case of any number of poles moving towards a collision point. We propose a method which combines the idea of torsional rigidity, naturally appearing in [1] (see also [6, Theorem 2.2]) to variationally characterize the coefficient of the leading term as in (1.14), with that of capacity, which [42] and [3] show to be the good small parameter in a spectral perturbation theory in domains with small holes.

Let us assume that there exists $n_{0} \in \mathbb{N} \backslash\{0\}$ such that

$$
\begin{equation*}
\lambda_{0, n_{0}} \text { is a simple eigenvalue of (1.10). } \tag{1.15}
\end{equation*}
$$

In view of (1.12), assumption (1.15) implies that also $\lambda_{\varepsilon, n_{0}}$ is simple as an eigenvalue of (1.9), provided $\varepsilon$ is sufficiently small. Simplicity of the spectrum is a generic property for many differential operators. We refer e.g. to [129], where the author exhibits sufficient conditions for genericity of simplicity of the spectrum for various families of differential operators (including Aharonov-Bohm operators with a single pole). See also [7] for a focus on the particular case of Aharonov-Bohm operators.

The first step in our approach is to perform some gauge transformation, making the magnetic eigenvalue problem (1.9), and its corresponding limit one (1.10), equivalent to eigenvalue problems for the Laplacian in domains with straight cracks, laying along the moving directions of poles, see (7.10) and (7.14). Fixing a $L^{2}$-normalized eigenfunction $v_{0}$ of the equivalent limit eigenvalue problem (7.14) associated to the eigenvalue $\lambda_{0, n_{0}}$, we prove in Theorem 7.1.1 the following asymptotic expansion:

$$
\begin{equation*}
\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}=2\left(\mathcal{E}_{\varepsilon}-L_{\varepsilon}\left(v_{0}\right)\right)+o\left(\left\|\nabla V_{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}\right) \quad \text { as } \varepsilon \rightarrow 0^{+}, \tag{1.16}
\end{equation*}
$$

where $L_{\varepsilon}$ is the linear functional defined in (7.16), $\mathcal{E}_{\varepsilon}$ is the minimum of an energy functional associated with the configuration of poles and defined on a space of functions suitably jumping
through the cracks, see (7.19), and $V_{\varepsilon}$ is the potential attaining such a minimum. We observe that $\mathcal{E}_{\varepsilon}$ is a kind of intermediate quantity between torsional rigidity and capacity of the set obtained as the union of the segments connecting the poles to the origin. Indeed, the capacity of a set is defined by minimizing the $L^{2}$-norm of the gradient among functions which are prescribed on the set; the torsional rigidity, instead, is constructed by minimizing an energy functional, which contains a linear term involving an integral on the set, without prescribing any condition. In the definition of $\mathcal{E}_{\varepsilon}$ given in (7.19), we minimize an energy functional over a family of functions which are only partially prescribed on the cracks, in the sense that we impose a jump condition on the functions across the segments, obtaining a jump of the normal derivatives as a consequent natural condition. The development of such an intermediate notion provides a unified approach, which does not require an a priori relation between the configuration of poles and the orientation of the nodal set of the limit eigenfunction. We mention that elliptic problems in cracked domains, with jumps of the unknown function and its normal derivative prescribed on the cracks, are studied in [105].

For $k$ odd, a blow-up analysis allows us to identify the exact asymptotic behaviour of the quantities appearing in the right hand side of (1.16). In Theorem 7.1.2 we prove that $\lim _{\varepsilon \rightarrow 0^{+}} \varepsilon^{-m} \mathcal{E}_{\varepsilon}=\mathcal{E}$, where $m$ is the vanishing order of $v_{0}$ at 0 and $\mathcal{E}$ is the minimum of the energy functional defined in (7.28) over a space of suitably jumping functions, see (7.31). Thus we generalize (1.13) in the multipolar case, obtaining the following explicit expansion

$$
\begin{equation*}
\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}=2 \varepsilon^{m}\left(\mathcal{E}-L\left(\Psi_{0}\right)\right)+o\left(\varepsilon^{m}\right) \tag{1.17}
\end{equation*}
$$

as $\varepsilon \rightarrow 0^{+}$, where $L$ is the linear functional defined in (7.27) and $\Psi_{0}$ is the $\frac{m}{2}$-homogeneous harmonic function introduced in (7.26). We note that the assumption that $k$ is odd is crucial in the blow-up analysis, since it guarantees the validity of the Hardy-type inequality proved in Proposition 7.5.2, needed to characterize the functional space containing the limiting blowup profile. In the particular case of all poles moving either along the tangents to nodal lines or along the bisectors between nodal lines of the limit eigenfunction, we can prove that the quantity $\mathcal{E}-L\left(\Psi_{0}\right)$, appearing as the coefficient of the leading term of the asymptotic expansion (1.17), does not vanish, see Proposition 7.1.3; this shows that $m$ is exactly the vanishing order of the eigenvalue variation. On the other hand, the study of the continuity properties of the coefficients appearing in (1.17), see Theorem 7.5.8, allows us to prove the existence of configurations of poles for which $\mathcal{E}-L\left(\Psi_{0}\right)=0$ and hence $\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}$ is an infinitesimal of higher order than $m$.

If $k$ is even, a Hardy type inequality is no more available, and therefore the blow-up analysis meets the technical difficulty of identifying the limiting profile in an appropriate functional space. In spite of that, in the case of two poles colliding in a point of the nodal set of the limit eigenfunction and moving either along the tangents to its nodal lines or along its bisectors, in Theorems 7.1.6 and 7.1.7 we are able to derive the exact asymptotic behaviour of $\mathcal{E}_{\varepsilon}-L_{\varepsilon}\left(v_{0}\right)$, and consequently of $\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}$ thanks to the use of elliptic coordinates; in this way we generalize the results of [3] and [5], which require an axial symmetry of the domain as a further hypothesis. Chapter 7 is based on the paper [70].

Finally, we mention that the case of arbitrary real circulations is the object of current investigation, see [71].

## Part I

## Unique continuation for elliptic problems

## Chapter 2

## Unique continuation from a crack's tip under Neumann boundary conditions

### 2.1 Statements of the main results

In this chapter we establish strong unique continuation properties and classify the asymptotic behaviour of solutions, from the edge of a flat crack $\Gamma$, for the problem

$$
\begin{cases}-\Delta u=f u, & \text { in } B_{R} \backslash \Gamma  \tag{2.1}\\ \frac{\partial^{+} u}{\partial \nu^{+}}=\frac{\partial^{-} u}{\partial \nu^{-}}=0, & \text { on } \Gamma\end{cases}
$$

where $B_{R}$ is as in (1.1), $\Gamma$ is a closed subset of $\mathbb{R}^{N-1} \times\{0\}$ with $C^{1,1}$-boundary, and the potential $f$ satisfies either assumption (2.6) or assumption (2.7) below. We recall that the boundary operators $\frac{\partial^{+}}{\partial \nu^{+}}$and $\frac{\partial^{-}}{\partial \nu^{-}}$in (2.1) are defined as

$$
\frac{\partial^{+} u}{\partial \nu^{+}}:=-\frac{\partial}{\partial x_{N}}\left(\left.u\right|_{B_{R}^{+}}\right) \quad \text { and } \quad \frac{\partial^{-} u}{\partial \nu^{-}}:=\frac{\partial}{\partial x_{N}}\left(\left.u\right|_{B_{R}^{-}}\right)
$$

where for all $r>0$,

$$
B_{r}^{+}:=\left\{\left(x^{\prime}, x_{N-1}, x_{N}\right) \in B_{r}: x_{N}>0\right\}, \quad B_{r}^{-}:=\left\{\left(x^{\prime}, x_{N-1}, x_{N}\right) \in B_{r}: x_{N}<0\right\},
$$

being the total variable $x \in \mathbb{R}^{N}$ written as $x=\left(x^{\prime}, x_{N-1}, x_{N}\right) \in \mathbb{R}^{N-2} \times \mathbb{R} \times \mathbb{R}$.
To state the main results of this chapter, we introduce now our assumptions on the crack $\Gamma$ and the potential $f$. We suppose that $\Gamma$ is a closed set of the form

$$
\begin{equation*}
\Gamma:=\left\{\left(x_{1}, 0\right): x_{1} \in[0,+\infty)\right\} \quad \text { if } N=2 \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma:=\left\{\left(x^{\prime}, x_{N-1}, 0\right) \in \mathbb{R}^{N}: g\left(x^{\prime}\right) \leq x_{N-1}\right\} \quad \text { if } N \geq 3 \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
g: \mathbb{R}^{N-2} \rightarrow \mathbb{R}, \quad g \in C^{1,1}\left(\mathbb{R}^{N-2}\right) \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
g(0)=0, \quad \nabla g(0)=0 . \tag{2.5}
\end{equation*}
$$

Assumption (2.5) is not restrictive, being a free consequence of an appropriate choice of the Cartesian coordinate system. We are going to study the behaviour of solutions to (2.1) near 0 , which belongs to the edge of the crack $\Gamma$ defined in (2.2)-(2.3).

Furthermore we assume that $f: B_{R} \rightarrow \mathbb{R}$ is a measurable function for which there exists $\epsilon \in(0,1)$ such that either

$$
\begin{equation*}
f \in W^{1, \frac{N}{2}+\epsilon}\left(B_{R} \backslash \Gamma\right) \tag{2.6}
\end{equation*}
$$

or

$$
\begin{equation*}
N \geq 3 \quad \text { and } \quad|f(x)| \leq c|x|^{-2+2 \epsilon} \quad \text { for some } c>0 \text { and for all } x \in B_{R} \tag{2.7}
\end{equation*}
$$

For every closed set $K \subseteq \mathbb{R}^{N-1} \times\{0\}$ and $r>0$, we define the functional space $H_{0, \partial B_{r}}^{1}\left(B_{r} \backslash K\right)$ as the closure in $H^{1}\left(B_{r} \backslash K\right)$ of the set

$$
\left\{v \in H^{1}\left(B_{r} \backslash K\right): v=0 \text { in a neighbourhood of } \partial B_{r}\right\} .
$$

A weak solution to $(2.1)$ is a function $u \in H^{1}\left(B_{R} \backslash \Gamma\right)$ such that

$$
\int_{B_{R} \backslash \Gamma}(\nabla u \cdot \nabla \phi-f u \phi) d y=0
$$

for all $\phi \in H_{0, \partial B_{R}}^{1}\left(B_{R} \backslash \Gamma\right)$.
The following unique continuation principle for solutions to (2.1) is our main result.
Theorem 2.1.1. Let $u$ be a weak solution to (2.1) with $\Gamma$ as in (2.2)-(2.3) and $f$ satisfying either (2.6) or (2.7). If $u(x)=O\left(|x|^{k}\right)$ as $|x| \rightarrow 0^{+}$for all $k \in \mathbb{N}$, then $u \equiv 0$ in $B_{R}$.

In Theorem 2.4.8 we provide a classification of blow-up limits in terms of the eigenvalues of the following problem

$$
\begin{cases}-\Delta_{\mathbb{S}^{N-1}} \psi=\mu \psi, & \text { on } \mathbb{S}^{N-1} \backslash \Sigma,  \tag{2.8}\\ \frac{\partial^{+} \psi}{\partial \nu^{+}}=\frac{\partial^{-} \psi}{\partial \nu^{-}}=0, & \text { on } \Sigma\end{cases}
$$

on the unit $(N-1)$-dimensional sphere $\mathbb{S}^{N-1}:=\left\{x \in \mathbb{R}^{N}:|x|=1\right\}$ with a cut on the half-equator

$$
\Sigma:=\left\{\left(x^{\prime}, x_{N-1}, 0\right) \in \mathbb{S}^{N-1}: x_{N-1} \geq 0\right\}
$$

where, letting $e_{N}:=(0, \ldots, 1)$,

$$
\mathbb{S}_{+}^{N-1}:=\left\{\left(x^{\prime}, x_{N-1}, x_{N}\right) \in \mathbb{S}^{N-1}: x_{N}>0\right\}, \quad \mathbb{S}_{-}^{N-1}:=\left\{\left(x^{\prime}, x_{N-1}, x_{N}\right) \in \mathbb{S}^{N-1}: x_{N}<0\right\}
$$

the boundary operators $\frac{\partial^{ \pm}}{\partial \nu^{ \pm}}$are defined as

$$
\frac{\partial^{+} \psi}{\partial \nu^{+}}:=-\nabla_{\mathbb{S}_{+}^{N-1}}\left(\left.\psi\right|_{\mathbb{S}_{+}^{N-1}}\right) \cdot e_{N} \quad \text { and } \quad \frac{\partial^{-} \psi}{\partial \nu^{-}}:=\nabla_{\mathbb{S}_{-}^{N-1}}\left(\left.\psi\right|_{\mathbb{S}_{-}^{N-1}}\right) \cdot e_{N}
$$

see Section 2.4.1 for the weak formulation of (2.8). In Section 2.4.1 we prove that the set of the eigenvalues of (2.8) is $\left\{\mu_{k}: k \in \mathbb{N}\right\}$ where

$$
\mu_{k}=\frac{k(k+2 N-4)}{4}, \quad k \in \mathbb{N} .
$$

As a consequence of the classification of blow-up limits, we obtain the following unique continuation result from the edge with respect to crack points.

Theorem 2.1.2. Let $u$ be a weak solution to (2.1) with $\Gamma$ as in (2.2)-(2.3) and $f$ satisfying either (2.6) or (2.7). Let us also assume that $u$ vanishes at 0 at any order with respect to crack points, namely that either $\operatorname{Tr}_{\Gamma}^{+} u(z)=O\left(|z|^{k}\right)$ as $|z| \rightarrow 0^{+}, z \in \Gamma$, for all $k \in \mathbb{N}$ or $\operatorname{Tr}_{\Gamma}^{-} u(z)=O\left(|z|^{k}\right)$ as $|z| \rightarrow 0^{+}, z \in \Gamma$, for all $k \in \mathbb{N}$, where $\operatorname{Tr}_{\Gamma}^{+} u$, respectively $\operatorname{Tr}_{\Gamma}^{-} u$, denotes the trace of $\left.u\right|_{B_{R}^{+}}$, respectively $\left.u\right|_{B_{R}^{-}}$, on $\Gamma$. Then $u \equiv 0$ in $B_{R}$.

If $N \geq 3$, we can combine the blow-up analysis with an expansion in Fourier series with respect to a orthonormal basis made of eigenfunctions of (2.8). This allows us to classify the possible asymptotic homogeneity degrees of solutions at 0 .
Theorem 2.1.3. Let $N \geq 3$ and let $u \in H^{1}\left(B_{R} \backslash \Gamma\right)$, $u \not \equiv 0$, be a non-trivial weak solution to (2.1), with $\Gamma$ defined in (2.2)-(2.3) and $f$ satisfying either assumption (2.6) or assumption (2.7). Then there exist $k_{0} \in \mathbb{N}$ and an eigenfunction $Y$ of problem (2.8), associated to the eigenvalue $\mu_{k_{0}}$, such that, letting

$$
\Phi(x):=|x|^{\frac{k_{0}}{2}} Y\left(\frac{x}{|x|}\right),
$$

we have that

$$
\lambda^{-\frac{k_{0}}{2}} u(\lambda \cdot) \rightarrow \Phi \quad \text { and } \quad \lambda^{1-\frac{k_{0}}{2}}\left(\nabla_{B_{R} \backslash \Gamma} u\right)(\lambda \cdot) \rightarrow \nabla_{\mathbb{R}^{N} \backslash \tilde{\Gamma}} \Phi \quad \text { in } L^{2}\left(B_{1}\right)
$$

as $\lambda \rightarrow 0^{+}$, where

$$
\begin{equation*}
\tilde{\Gamma}:=\left\{x=\left(x^{\prime}, x_{N-1}, 0\right) \in \mathbb{R}^{N}: x_{N-1} \geq 0\right\} \tag{2.9}
\end{equation*}
$$

and $\nabla_{B_{R} \backslash \Gamma}$ and $\nabla_{\mathbb{R}^{N} \backslash \tilde{\Gamma}}$ denote the distributional gradients in $B_{R} \backslash \Gamma$ and $\mathbb{R}^{N} \backslash \tilde{\Gamma}$ respectively.
A more precise version of Theorem 2.1.3, relating $k_{0}$ to the limit of a frequency function and characterizing the eigenfunction $Y$, will be proved in Section 2.5, see Theorem 2.5.3.

Chapter 2 is organized as follows. In Section 2.2.1 an equivalent problem in a domain with a straightened crack is constructed. Sections 2.2.2 contains some trace and embedding inequalities for the space $H^{1}\left(B_{r} \backslash \tilde{\Gamma}\right)$. Section 2.2.3 is devoted to the construction of the approximating problems. In Section 2.3 we develop the monotonicity argument, which is first used to prove Theorem 2.1.1 and later, in Section 2.4.2, to perform a blow-up analysis and prove Theorem 2.1.2, taking into account the structure of the spherical eigenvalue problem (2.8) studied in Section 2.4.1. Finally Theorem 2.1.3 is proved in Section 2.5.

### 2.2 An equivalent problem with straightened crack and approximation procedure

In this section we first introduce an equivalent problem with a straightened crack; then we develop an approximation procedure regularizing the domain, for which suitable trace and embedding inequalities are needed.

### 2.2.1 An equivalent problem with straightened crack

In this section we straighten the boundary of the crack in a neighbourhood of 0 . If $N \geq 3$ we use the local diffeomorphism $F$ defined in [47, Section 2], see also [12]; for the sake of clarity and completeness we summarize its properties in Propositions 2.2.1 and 2.2.2 below, referring to [47, Section 2] for their proofs. If $N=2$, the crack is a segment and we simply take $F=\mathrm{Id}$, where Id is the identity function on $\mathbb{R}^{2}$.

Proposition 2.2.1. [47, Section 2] Let $N \geq 3$ and $\Gamma$ be defined in (2.3) with $g$ satisfying (2.4) and (2.5). There exist $F=\left(F_{1}, \ldots, F_{N}\right) \in C^{1,1}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$ and $r_{1}>0$ such that $\left.F\right|_{B_{r_{1}}}$ : $B_{r_{1}} \rightarrow F\left(B_{r_{1}}\right)$ is a diffeomorphism of class $C^{1,1}$,

$$
F\left(y^{\prime}, 0,0\right)=\left(y^{\prime}, g\left(y^{\prime}\right), 0\right) \text { for any } y^{\prime} \in \mathbb{R}^{N-1}, \quad \text { and } \quad F\left(\tilde{\Gamma} \cap B_{r_{1}}\right)=\Gamma \cap F\left(B_{r_{1}}\right) \text {, }
$$

with $\tilde{\Gamma}$ as in (2.9). Furthermore, letting $y=\left(y^{\prime}, y_{N-1}, y_{N}\right) \in B_{r_{1}}$ and $J_{F}(y)$ be the Jacobian matrix of $F$ at $y$

$$
\begin{equation*}
A(y):=\left|\operatorname{det} J_{F}(y)\right|\left(J_{F}(y)\right)^{-1}\left(\left(J_{F}(y)\right)^{-1}\right)^{T}, \tag{2.10}
\end{equation*}
$$

the following properties hold:
i) $J_{F}$ depends only on the variable $y^{\prime \prime}=\left(y^{\prime}, y_{N-1}\right)$ and

$$
J_{F}(y)=J_{F}\left(y^{\prime \prime}\right)=\operatorname{Id}_{N}+O\left(\left|y^{\prime \prime}\right|\right) \quad \text { as }\left|y^{\prime \prime}\right| \rightarrow 0^{+},
$$

where $\operatorname{Id}_{N}$ denotes the identity $N \times N$ matrix and $O\left(\left|y^{\prime \prime}\right|\right)$ denotes a matrix with all entries being $O\left(\left|y^{\prime \prime}\right|\right)$ as $\left|y^{\prime \prime}\right| \rightarrow 0^{+}$;
ii) $\operatorname{det} J_{F}(y)=\operatorname{det} J_{F}\left(y^{\prime}, y_{N-1}\right)=1+O\left(\left|y^{\prime}\right|^{2}\right)+O\left(y_{N-1}\right)$ as $\left|y^{\prime}\right| \rightarrow 0^{+}$and $y_{N-1} \rightarrow 0$;
iii) $\frac{\partial F_{i}}{\partial y_{N}}=\frac{\partial F_{N}}{\partial y_{i}}=0$ for any $i=1, \ldots, N-1$ and $\frac{\partial F_{N}}{\partial y_{N}}=1$;
iv) the matrix-valued function $A$ can be written as

$$
A(y)=A\left(y^{\prime}, y_{N-1}\right)=\left(\begin{array}{c|c}
D\left(y^{\prime}, y_{N-1}\right) & 0  \tag{2.11}\\
\hline 0 & \operatorname{det} J_{F}\left(y^{\prime}, y_{N-1}\right)
\end{array}\right),
$$

with

$$
D\left(y^{\prime}, y_{N-1}\right)=\left(\begin{array}{c|c}
\operatorname{Id}_{N-2}+O\left(\left|y^{\prime}\right|^{2}\right)+O\left(y_{N-1}\right) & O\left(y_{N-1}\right)  \tag{2.12}\\
\hline O\left(y_{N-1}\right) & 1+O\left(\left|y^{\prime}\right|^{2}\right)+O\left(y_{N-1}\right)
\end{array}\right),
$$

where $\operatorname{Id}_{N-2}$ denotes the identity $(N-2) \times(N-2)$ matrix and $O\left(y_{N-1}\right)$, respectively $O\left(\left|y^{\prime}\right|^{2}\right)$, denotes blocks of matrices with all entries being $O\left(y_{N-1}\right)$ as $y_{N-1} \rightarrow 0$, respectively $O\left(\left|y^{\prime}\right|^{2}\right)$ as $\left|y^{\prime}\right| \rightarrow 0$.
v) $A$ is symmetric with coefficients of class $C^{0,1}$ and

$$
\begin{equation*}
\frac{1}{2}|z|^{2} \leq A(y) z \cdot z \leq 2|z|^{2} \quad \text { for all } z \in \mathbb{R}^{N} \text { and } y \in B_{r_{1}} \tag{2.13}
\end{equation*}
$$

We note that (2.13) implies that $\|A(y)\|_{\mathcal{L}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)} \leq 2$ for all $y \in B_{r_{1}}$. We also observe

$$
\begin{equation*}
A=\mathrm{Id}_{2} \quad \text { if } N=2 . \tag{2.14}
\end{equation*}
$$

Moreover (2.11)- (2.12) easily imply that

$$
\begin{equation*}
A(y)=A\left(y^{\prime \prime}\right)=\operatorname{Id}_{N}+O\left(\left|y^{\prime \prime}\right|\right) \quad \text { as }\left|y^{\prime \prime}\right| \rightarrow 0^{+} . \tag{2.15}
\end{equation*}
$$

Under the same assumptions and with the same notation of Proposition 2.2.1, we define

$$
\begin{equation*}
\mu(y):=\frac{A(y) y \cdot y}{|y|^{2}} \quad \text { and } \quad \beta(y):=\frac{A(y) y}{\mu(y)} \quad \text { for any } y \in B_{r_{1}} \backslash\{0\} . \tag{2.16}
\end{equation*}
$$

Proposition 2.2.2. [47, Section 2] Under the same assumptions as Proposition 2.2.1, let $\mu$ and $\beta$ be as in (2.16). Then, possibly choosing $r_{1}$ smaller from the beginning,

$$
\begin{align*}
& \frac{1}{2} \leq \mu(y) \leq 2 \quad \text { for any } y \in B_{r_{1}} \backslash\{0\}  \tag{2.17}\\
& \mu(y)=1+O(|y|) \quad \text { as }|y| \rightarrow 0^{+}  \tag{2.18}\\
& \nabla \mu(y)=O(1) \quad \text { as }|y| \rightarrow 0^{+} \tag{2.19}
\end{align*}
$$

Moreover $\beta$ is well-defined and

$$
\begin{align*}
& \beta(y)=y+O\left(|y|^{2}\right)=O(|y|) \quad \text { as }|y| \rightarrow 0^{+}  \tag{2.20}\\
& J_{\beta}(y)=A(y)+O(|y|)=\operatorname{Id}_{N}+O(|y|) \quad \text { as }|y| \rightarrow 0^{+} \\
& \operatorname{div}(\beta)(y)=N+O(|y|) \quad \text { as }|y| \rightarrow 0^{+} \tag{2.21}
\end{align*}
$$

We also define $d A(y) z z$, for every $z=\left(z_{1}, \ldots, z_{N}\right) \in \mathbb{R}^{N}$ and $y \in B_{r_{1}}$, as the vector of $\mathbb{R}^{N}$ with $i$-th component, for $i=1, \ldots, N$, given by

$$
\begin{equation*}
(d A(y) z z)_{i}=\sum_{h, k=1}^{N} \frac{\partial a_{k h}}{\partial y_{i}} z_{h} z_{k} \tag{2.22}
\end{equation*}
$$

where we have defined the matrix $A=\left(a_{k, h}\right)_{k, h=1, \ldots, N}$ in (2.10).
Remark 2.2.3. For any measurable function $f: F\left(B_{r_{1}}\right) \rightarrow \mathbb{R}$ we set

$$
\tilde{f}: B_{r_{1}} \rightarrow \mathbb{R}, \quad \tilde{f}:=\left|\operatorname{det} J_{F}\right|(f \circ F)
$$

Then, in view of i) and ii) in Proposition 2.2.1, the function $\tilde{f}$ satisfies assumptions (2.6) or (2.7) on $B_{r_{1}}$ if and only if $f$ satisfies assumptions (2.6) or (2.7) on $F\left(B_{r_{1}}\right)$.

It is easy to see that, if $u$ is a solution to (2.1), then the function $U:=u \circ F$ belongs to $H^{1}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right)$ and is a weak solution of the problem

$$
\begin{cases}-\operatorname{div}(A \nabla U)=\tilde{f} u, & \text { in } B_{r_{1}} \backslash \tilde{\Gamma}  \tag{2.23}\\ A \nabla^{+} U \cdot \nu^{+}=A \nabla^{-} U \cdot \nu^{-}=0, & \text { on } \tilde{\Gamma}\end{cases}
$$

where

$$
\nabla^{+} U=\nabla\left(\left.U\right|_{B_{r_{1}}^{+}}\right), \quad \nabla^{-} U=\nabla\left(\left.U\right|_{B_{r_{1}}^{-}}\right), \quad \text { and } \nu^{-}=-\nu^{+}=(0, \ldots, 1)
$$

By saying that $U$ is a weak solution to (2.23) we mean that $U \in H^{1}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right)$ and

$$
\int_{B_{r_{1}} \backslash \tilde{\Gamma}}(A \nabla U \cdot \nabla \phi-\tilde{f} U \phi) d y=0
$$

for all $\phi \in H_{0, \partial B_{r_{1}}}^{1}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right)$.

### 2.2.2 Traces and embeddings results

In this section, we present some trace and embedding inequalities for the space $H^{1}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right)$ which will be used throughout this Chapter.

We define the even reflection operators

$$
\begin{aligned}
& \mathcal{R}^{+}(v)\left(y^{\prime}, y_{N-1}, y_{N}\right)=v\left(y^{\prime}, y_{N-1},\left|y_{N}\right|\right) \\
& \mathcal{R}^{-}(v)\left(y^{\prime}, y_{N-1}, y_{N}\right)=v\left(y^{\prime}, x_{N-1},-\left|y_{N}\right|\right)
\end{aligned}
$$

and observe that, for all $r>0, \mathcal{R}^{+}: H^{1}\left(B_{r} \backslash \tilde{\Gamma}\right) \rightarrow H^{1}\left(B_{r}\right)$ and $\mathcal{R}^{-}: H^{1}\left(B_{r} \backslash \tilde{\Gamma}\right) \rightarrow H^{1}\left(B_{r}\right)$. We have that $\mathcal{R}^{+}(v), \mathcal{R}^{-}(v) \in L^{p}\left(B_{r}\right)$ for some $p \in[1, \infty)$ if and only if $v \in L^{p}\left(B_{r}\right)$; in such a case we have that

$$
\begin{equation*}
\left\|\mathcal{R}^{+}(v)\right\|_{L^{p}\left(B_{r}\right)}^{p}=2\|v\|_{L^{p}\left(B_{r}^{+}\right)}^{p}, \quad\left\|\mathcal{R}^{-}(v)\right\|_{L^{p}\left(B_{r}\right)}^{p}=2\|v\|_{L^{p}\left(B_{r}^{-}\right)}^{p} \tag{2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\|v\|_{L^{p}\left(B_{r}\right)}^{p}=\frac{1}{2}\left(\left\|\mathcal{R}^{+}(v)\right\|_{L^{p}\left(B_{r}\right)}^{p}+\left\|\mathcal{R}^{-}(v)\right\|_{L^{p}\left(B_{r}\right)}^{p}\right) . \tag{2.25}
\end{equation*}
$$

Furthermore, for every $v \in H^{1}\left(B_{r} \backslash \tilde{\Gamma}\right)$,

$$
\begin{equation*}
\int_{B_{r} \backslash \tilde{\Gamma}}|\nabla v|^{2} d y=\frac{1}{2}\left(\int_{B_{r}}\left|\nabla \mathcal{R}^{+}(v)\right|^{2} d y+\int_{B_{r}}\left|\nabla \mathcal{R}^{-}(v)\right|^{2} d y\right) \tag{2.26}
\end{equation*}
$$

Proposition 2.2.4. For any $r>0$ there exists a linear continuous trace operator

$$
\gamma_{r}: H^{1}\left(B_{r} \backslash \tilde{\Gamma}\right) \rightarrow L^{2}\left(\partial B_{r}\right)
$$

Furthermore $\gamma_{r}$ is compact.
Proof. Since $B_{r}^{+}$and $B_{r}^{-}$are Lipschitz domains, there exist two linear, continuous and compact trace operators $\gamma_{r}^{+}: H^{1}\left(B_{r}^{+}\right) \rightarrow L^{2}\left(\partial B_{r}^{+} \cap \partial B_{r}\right)$ and $\gamma_{r}^{-}: H^{1}\left(B_{r}^{-}\right) \rightarrow L^{2}\left(\partial B_{r}^{-} \cap \partial B_{r}\right)$. By setting

$$
\gamma_{r}(v)(y):= \begin{cases}\gamma_{r}^{+}(v)(y), & \text { if } y_{N}>0 \\ \gamma_{r}^{-}(v)(y), & \text { if } y_{N}<0\end{cases}
$$

we complete the proof.
Letting $\gamma_{r}$ be the trace operator introduced in Proposition 2.2.4, we observe that

$$
\begin{equation*}
\int_{\partial B_{r}}\left|\gamma_{r}(v)\right|^{2} d S=\frac{1}{2}\left(\int_{\partial B_{r}}\left|\gamma_{r}\left(\mathcal{R}^{+}(v)\right)\right|^{2} d S+\int_{\partial B_{r}}\left|\gamma_{r}\left(\mathcal{R}^{-}(v)\right)\right|^{2} d S\right) \tag{2.27}
\end{equation*}
$$

for every $v \in H^{1}\left(B_{r} \backslash \tilde{\Gamma}\right)$. With a slight abuse of notation we will often write $v$ instead of $\gamma_{r}(v)$ on $\partial B_{r}$.

Proposition 2.2.5. If $N \geq 3$ and $r>0$, then, for any $v \in H^{1}\left(B_{r} \backslash \tilde{\Gamma}\right)$,

$$
\begin{equation*}
\left(\frac{N-2}{2}\right)^{2} \int_{B_{r}} \frac{v^{2}}{|x|^{2}} d x \leq \int_{B_{r} \backslash \tilde{\Gamma}}|\nabla v|^{2} d x+\frac{N-2}{2 r} \int_{\partial B_{r}} v^{2} d S . \tag{2.28}
\end{equation*}
$$

Proof. By scaling, [132, Theorem 1.1] proves the claim for $\mathcal{R}^{+}(v)$ and $\mathcal{R}^{-}(v)$. Then we conclude by (2.25), (2.26), and (2.27).

Proposition 2.2.6. Let $N \geq 2$ and $q \geq 1$ be such that $q \leq 2^{*}=\frac{2 N}{N-2}$ if $N \geq 3$ and $q<\infty$ if $N=2$. Then

$$
H^{1}\left(B_{r} \backslash \tilde{\Gamma}\right) \subset L^{q}\left(B_{r}\right) \quad \text { for every } r>0
$$

and there exists $\mathcal{S}_{N, q}>0$ (depending only on $N$ and $q$ ) such that

$$
\begin{equation*}
\|v\|_{L^{q}\left(B_{r}\right)}^{2} \leq \mathcal{S}_{N, q} r^{\frac{N(2-q)+2 q}{q}}\left(\int_{B_{r} \backslash \tilde{\Gamma}}|\nabla v|^{2} d x+\frac{1}{r} \int_{\partial B_{r}} v^{2} d S\right) \tag{2.29}
\end{equation*}
$$

for all $r>0$ and $v \in H^{1}\left(B_{r} \backslash \tilde{\Gamma}\right)$.
Proof. Since

$$
\left(\int_{B_{1}}|\nabla v|^{2} d x+\int_{\partial B_{1}} v^{2} d S\right)^{\frac{1}{2}}
$$

is an equivalent norm on $H^{1}\left(B_{1}\right)$, from a scaling argument and Sobolev embedding Theorems it follows that, for all $q \in\left[1,2^{*}\right]$ if $N \geq 3$ and $q \in[1, \infty)$ if $N=2$, there exists $\mathcal{S}_{N, q}>0$ such that, for all $r>0$ and $v \in H^{1}\left(B_{r}\right)$,

$$
\|v\|_{L^{q}\left(B_{r}\right)}^{2} \leq \mathcal{S}_{N, q} r^{\frac{N(2-q)+2 q}{q}}\left(\int_{B_{r}}|\nabla v|^{2} d x+\frac{1}{r} \int_{\partial B_{r}} v^{2} d S\right)
$$

Using (2.24), (2.25), (2.26) and (2.27) we complete the proof.
Proposition 2.2.7. For any $r>0, h \in L^{\frac{N}{2}+\epsilon}\left(B_{r}\right)$ with $\epsilon>0$, and $v \in H^{1}\left(B_{r} \backslash \tilde{\Gamma}\right)$, there holds

$$
\begin{equation*}
\int_{B_{r}}|h| v^{2} \leq \eta_{h}(r)\left(\int_{B_{r} \backslash \tilde{\Gamma}}|\nabla v|^{2} d x+\frac{1}{r} \int_{\partial B_{r}} v^{2} d S\right) \tag{2.30}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{h}(r)=\mathcal{S}_{N, q_{\epsilon}}\|h\|_{L^{\frac{N}{2}+\epsilon}\left(B_{r}\right)} r^{\frac{4 \epsilon}{N+2 \epsilon}} \quad \text { and } \quad q_{\epsilon}:=\frac{2 N+4 \epsilon}{N-2+2 \epsilon} \tag{2.31}
\end{equation*}
$$

Proof. For any $v \in H^{1}\left(B_{r} \backslash \tilde{\Gamma}\right)$

$$
\begin{aligned}
\int_{B_{r}}|h| v^{2} d x & \leq\|h\|_{L^{\frac{N}{2}+\epsilon}\left(B_{r}\right)}\left(\int_{B_{r}}|v|^{q_{\epsilon}} d x\right)^{2 / q_{\epsilon}} \\
& \leq \mathcal{S}_{N, q_{\epsilon}}\|h\|_{L^{\frac{N}{2}+\epsilon}\left(B_{r}\right)} r^{\frac{4 \epsilon}{N+2 \epsilon}}\left(\int_{B_{r} \backslash \tilde{\Gamma}}|\nabla v|^{2} d x+\frac{1}{r} \int_{\partial B_{r}} v^{2} d S\right)
\end{aligned}
$$

thanks to Hölder's inequality and (2.29).
Remark 2.2.8. If $f$ satisfies $(2.7)$, then $f \in L^{\frac{N}{2}+\epsilon}\left(B_{R}\right)$, so that Proposition 2.2 .7 applies to potentials satisfying either (2.6) or (2.7).
Remark 2.2.9. By (2.30), (2.17) and (2.13), for any $r \in\left(0, r_{1}\right), h \in L^{\frac{N}{2}+\epsilon}\left(B_{r}\right)$, and $v \in$ $H^{1}\left(B_{r} \backslash \tilde{\Gamma}\right)$, we have that

$$
\int_{B_{r} \backslash \tilde{\Gamma}}|\nabla v|^{2} d y \leq 2 \int_{B_{r} \backslash \tilde{\Gamma}}\left(A \nabla v \cdot \nabla v-h v^{2}\right) d y+2 \eta_{h}(r)\left(\int_{B_{r} \backslash \tilde{\Gamma}}|\nabla v|^{2} d y+\frac{2}{r} \int_{\partial B_{r}} \mu v^{2} d S\right)
$$

and therefore, if $\eta_{h}(r)<\frac{1}{2}$,

$$
\begin{equation*}
\int_{B_{r} \backslash \tilde{\Gamma}}|\nabla v|^{2} d y \leq \frac{2}{1-2 \eta_{h}(r)} \int_{B_{r} \backslash \tilde{\Gamma}}\left(A \nabla v \cdot \nabla v-h v^{2}\right) d y+\frac{4 \eta_{h}(r)}{\left(1-2 \eta_{h}(r)\right) r} \int_{\partial B_{r}} \mu v^{2} d S \tag{2.32}
\end{equation*}
$$

### 2.2.3 Approximating problems

In this section we construct a sequence of problems in smooth sets approximating the straightened cracked domain. We define, for any $n \in \mathbb{N} \backslash\{0\}$,

$$
g_{n}: \mathbb{R} \rightarrow \mathbb{R}, \quad g_{n}(t):=n t^{4}
$$

and, for any $r \in\left(0, r_{1}\right]$,

$$
\Omega_{n, r}:=\left\{\left(y^{\prime}, y_{N-1}, y_{N}\right) \in B_{r}: y_{N-1}<g_{n}\left(y_{N}\right)\right\}
$$

and

$$
\Gamma_{n, r}:=\left\{\left(y^{\prime}, y_{N-1}, y_{N}\right) \in B_{r}: y_{N-1}=g_{n}\left(y_{N}\right)\right\}=\partial \Omega_{n, r} \cap B_{r} .
$$

The domains $\Omega_{n, r}$ approximate $B_{r} \backslash \tilde{\Gamma}$ in the following sense: for every $y \in B_{r} \backslash \tilde{\Gamma}$, there exists $\bar{n} \in \mathbb{N} \backslash\{0\}$ such that $y \in \Omega_{n, r}$ for all $n \geq \bar{n}$. Moreover $\Omega_{n, r} \cap \tilde{\Gamma}=\emptyset$ for any $r \in\left(0, r_{1}\right]$ and $n \in \mathbb{N} \backslash\{0\}$. We also note that $\Omega_{n, r}$ is a Lipschitz domain and $\Gamma_{n, r}$ is a $C^{2}$-smooth portion of its boundary.

Proposition 2.2.10. Let $\nu(y)$ be the outward normal vector to $\partial \Omega_{n, r_{1}}$ in $y$. Then

$$
\begin{align*}
y \cdot \nu(y) \leq 0 & \text { for all } y \in \Gamma_{n, r_{1}}  \tag{2.33}\\
A(y) y \cdot \nu(y) \leq 0 & \text { for all } y \in \Gamma_{n, r_{1}} \tag{2.34}
\end{align*}
$$

Proof. As a first step we notice that

$$
\begin{equation*}
g_{n}(t)-\frac{1}{3} t g_{n}^{\prime}(t)=n t^{4}-\frac{4}{3} n t^{4}=-\frac{1}{3} n t^{4} \leq 0, \quad g_{n}(t)-t g_{n}^{\prime}(t) \leq 0 \tag{2.35}
\end{equation*}
$$

and that

$$
\nu(y)=\frac{\left(0,1,-g_{n}^{\prime}\left(y_{N}\right)\right)}{\sqrt{1+\left(g_{n}^{\prime}\left(y_{N}\right)\right)^{2}}} \quad \text { for all } y \in \Gamma_{n, r_{1}}
$$

Then, for all $y \in \Gamma_{n, r_{1}}$,

$$
\nu(y) \cdot y=\frac{\left(0,1,-g_{n}^{\prime}\left(y_{N}\right)\right)}{\sqrt{1+\left(g_{n}^{\prime}\left(y_{N}\right)\right)^{2}}} \cdot\left(y^{\prime}, g_{n}\left(y_{N}\right), y_{N}\right)=\frac{g_{n}\left(y_{N}\right)-y_{N} g_{n}^{\prime}\left(y_{N}\right)}{\sqrt{1+\left(g_{n}^{\prime}\left(y_{N}\right)\right)^{2}}} \leq 0
$$

due to (2.35). We have then proved (2.33) (and (2.34) in the case $N=2$ in view of (2.14)). If $N \geq 3$, possibly choosing $r_{1}$ smaller in Proposition 2.2 .1 , for all $y \in \Gamma_{n, r_{1}}$ we have that

$$
\begin{aligned}
\sqrt{1+\left(g_{n}^{\prime}\left(y_{N}\right)\right)^{2}} A(y) y \cdot \nu(y) & =g_{n}\left(y_{N}\right)\left(1+O\left(\left|y^{\prime}\right|\right)+O\left(y_{N-1}\right)\right)-\operatorname{det} J_{F}(y) y_{N} g_{n}^{\prime}\left(y_{N}\right) \\
& \leq \frac{3}{2} g_{n}\left(y_{N}\right)-\frac{1}{2} y_{N} g_{n}^{\prime}\left(y_{N}\right)=\frac{3}{2}\left(g_{n}\left(y_{N}\right)-\frac{1}{3} y_{N} g_{n}^{\prime}\left(y_{N}\right)\right)
\end{aligned}
$$

thanks to ii) in Proposition 2.2.1, (2.11) and (2.12). Then, by (2.35) we finally obtain (2.34) also for $N \geq 3$.

Let

$$
\mathbb{R}_{+}^{N}:=\left\{y=\left(y^{\prime}, y_{N-1}, y_{N}\right) \in \mathbb{R}^{N}: y_{N}>0\right\} \text { and } \mathbb{R}_{-}^{N}:=\left\{y=\left(y^{\prime}, y_{N-1}, y_{N}\right) \in \mathbb{R}^{N}: y_{N}<0\right\}
$$

For any $r \in\left(0, r_{1}\right]$ and $n \in \mathbb{N} \backslash\{0\}$ let

$$
\begin{equation*}
\Omega_{n, r}^{+}:=\Omega_{n, r} \cap B_{r}^{+}, \quad \Omega_{n, r}^{-}:=\Omega_{n, r} \cap B_{r}^{-}, \quad S_{n, r}:=\partial \Omega_{n, r} \cap \partial B_{r} \tag{2.36}
\end{equation*}
$$

For all $n \in \mathbb{N} \backslash\{0\}$ we also define

$$
\begin{aligned}
& K_{n, r_{1}}^{+}:=\left\{y=\left(y^{\prime}, y_{N-1}, y_{N}\right) \in \mathbb{R}_{+}^{N}: \text { either } y_{N-1}<g_{n}\left(y_{N}\right) \text { or }|y|>r_{1}\right\} \\
& K_{n, r_{1}}^{-}:=\left\{y=\left(y^{\prime}, y_{N-1}, y_{N}\right) \in \mathbb{R}_{-}^{N}: \text { either } y_{N-1}<g_{n}\left(y_{N}\right) \text { or }|y|>r_{1}\right\} .
\end{aligned}
$$

Since $\Omega_{n, r}$ is a Lipschitz domain, for any $r \in\left(0, r_{1}\right]$ and $n \in \mathbb{N} \backslash\{0\}$ there exists a trace operator

$$
\gamma_{n, r}: H^{1}\left(\Omega_{n, r}\right) \rightarrow L^{2}\left(\partial \Omega_{n, r}\right)
$$

We define

$$
H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right):=\left\{u \in H^{1}\left(\Omega_{n, r}\right): \gamma_{n, r}(u)=0 \text { on } S_{n, r}\right\} .
$$

The following proposition provides an extension operator from $H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right)$ to $H^{1}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right)$ with an operator norm bounded uniformly with respect to $n$.

Proposition 2.2.11. For any $r \in\left(0, r_{1}\right)$ and $n \in \mathbb{N} \backslash\{0\}$ there exists an extension operator

$$
\xi_{n, r}^{0}: H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right) \rightarrow H^{1}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right)
$$

such that, for any $\phi \in H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right)$,

$$
\begin{equation*}
\left.\xi_{n, r}^{0}(\phi)\right|_{\Omega_{n, r}}=\phi, \quad \xi_{n, r}^{0}(\phi)=0 \text { on } \Omega_{n, r_{1}} \backslash \Omega_{n, r}, \quad \xi_{n, r}^{0}(\phi) \in H_{0, \partial B_{r_{1}}}^{1}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right) \tag{2.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\xi_{n, r}^{0}(\phi)\right\|_{H^{1}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right)} \leq c_{0}\|\phi\|_{H^{1}\left(\Omega_{n, r}\right)}=c_{0}\left(\int_{\Omega_{n, r}}\left(\phi^{2}+|\nabla \phi|^{2}\right) d y\right)^{1 / 2}, \tag{2.38}
\end{equation*}
$$

where $c_{0}>0$ is independent of $n, r$, and $\phi$.
Proof. It is well known that, since $K_{n, r_{1}}^{+}$and $K_{n, r_{1}}^{-}$are uniformly Lipschitz domains, there exist continuous extension operators $\xi_{n}^{+}: H^{1}\left(K_{n, r_{1}}^{+}\right) \rightarrow H^{1}\left(\mathbb{R}_{+}^{N}\right)$ and $\xi_{n}^{-}: H^{1}\left(K_{n, r_{1}}^{-}\right) \rightarrow H^{1}\left(\mathbb{R}_{-}^{N}\right)$, see [124], [36] and [99]. Furthermore, since the Lipschitz constants of the parameterization of $\partial K_{n, r_{1}}^{+}$and $\partial K_{n, r_{1}}^{-}$are bounded uniformly with respect to $n$, there exists a constant $C>0$, which does not depend on $n$, such that

$$
\begin{equation*}
\left\|\xi_{n}^{+}(v)\right\|_{H^{1}\left(\mathbb{R}_{+}^{N}\right)} \leq C\|v\|_{H^{1}\left(K_{n, r_{1}}^{+}\right)} \quad \text { and } \quad\left\|\xi_{n}^{-}(w)\right\|_{H^{1}\left(\mathbb{R}_{-}^{N}\right)} \leq C\|w\|_{H^{1}\left(K_{n, r_{1}}^{-}\right)} \tag{2.39}
\end{equation*}
$$

for all $v \in H^{1}\left(K_{n, r_{1}}^{+}\right)$and $w \in H^{1}\left(K_{n, r_{1}}^{-}\right)$.
If $\phi \in H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right)$ then the trivial extension $\bar{\phi}_{+}$of $\left.\phi\right|_{\Omega_{n, r}^{+}}$to $K_{n, r_{1}}^{+}$belongs to $H^{1}\left(K_{n, r_{1}}^{+}\right)$ and the trivial extension $\bar{\phi}_{-}$of $\left.\phi\right|_{\Omega_{n, r}^{-}}$to $K_{n, r_{1}}^{-}$belongs to $H^{1}\left(K_{n, r_{1}}^{-}\right)$. Then we define

$$
\xi_{n, r}^{0}(\phi)(y):= \begin{cases}\xi_{n}^{+}\left(\bar{\phi}_{+}\right)(y), & \text { if } y \in B_{r_{1}}^{+} \\ \xi_{n}^{-}\left(\bar{\phi}_{-}\right)(y), & \text { if } y \in B_{r_{1}}^{-}\end{cases}
$$

which belongs to $H^{1}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right)$ and satisfies (2.38) in view of (2.39). Furthermore (2.37) follows directly from the definition of $\xi_{n, r}^{0}$.

The next proposition establishes a Poincaré type inequality for $H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right)$-functions, with a constant independent of $n$.

Proposition 2.2.12. For any $r \in\left(0, r_{1}\right], n \in \mathbb{N} \backslash\{0\}$, and $\phi \in H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right)$

$$
\begin{equation*}
\int_{\Omega_{n, r}} \phi^{2} d y \leq \frac{r^{2}}{N-1} \int_{\Omega_{n, r}}|\nabla \phi|^{2} d y \tag{2.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\phi\|_{H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right)}:=\left(\int_{\Omega_{n, r}}|\nabla \phi|^{2} d y\right)^{\frac{1}{2}} \tag{2.41}
\end{equation*}
$$

is an equivalent norm on $H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right)$.
Proof. For any $\phi \in C^{\infty}\left(\bar{\Omega}_{n, r}\right)$ such that $\phi=0$ in a neighbourhood of $S_{n, r}$ we have that

$$
\operatorname{div}\left(\phi^{2} y\right)=2 \phi \nabla \phi \cdot y+N \phi^{2}
$$

so that

$$
N \int_{\Omega_{n, r}} \phi^{2} d y=-2 \int_{\Omega_{n, r}} \phi \nabla \phi \cdot y d y+\int_{\Gamma_{n, r}} \phi^{2} y \cdot \nu d S \leq \int_{\Omega_{n, r}} \phi^{2} d y+r^{2} \int_{\Omega_{n, r}}|\nabla \phi|^{2} d y,
$$

since $y \cdot \nu \leq 0$ on $\Gamma_{n, r}$ by(2.33). Then we may conclude that

$$
\int_{\Omega_{n, r}} \phi^{2} d y \leq \frac{r^{2}}{N-1} \int_{\Omega_{n, r}}|\nabla \phi|^{2} d y
$$

for all $\phi \in C^{\infty}\left(\bar{\Omega}_{n, r}\right)$ such that $\phi=0$ in a neighbourhood of $S_{n, r}$. Since $\Omega_{n, r}$ is a Lipschitz domain, (2.40) holds for any $\phi \in H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right)$ by [23, Theorem 3.1]. The second claim is now obvious.

From now on we consider on $H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right)$ the norm $\|\cdot\|_{H_{0, S_{n, r}}^{1}}$ defined in (2.41).
Proposition 2.2.13. Let $r \in\left(0, r_{1}\right), n \in \mathbb{N} \backslash\{0\}$, $h \in L^{\frac{N}{2}+\epsilon}\left(B_{r}\right)$ with $\epsilon>0$, and $q_{\epsilon}$ be as in (2.31). Then, for any $\phi \in H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right)$,

$$
\begin{equation*}
\int_{\Omega_{n, r}}|h| \phi^{2} d y \leq c_{0}^{2} \frac{N-1+r_{1}^{2}}{N-1} \mathcal{S}_{N, q_{\epsilon}} \varepsilon_{1}^{\frac{4 \epsilon}{N+2 \epsilon}}\|h\|_{L^{\frac{N}{2}+\epsilon}\left(B_{r}\right)} \int_{\Omega_{n, r}}|\nabla \phi|^{2} d y . \tag{2.42}
\end{equation*}
$$

Proof. We have, for every $\phi \in H_{0, S_{n, r}}^{1}\left(\Omega_{n, r}\right)$,

$$
\begin{aligned}
\int_{\Omega_{n, r}}|h| \phi^{2} d y & \leq \int_{B_{r}}|h|\left|\xi_{n, r}^{0}(\phi)\right|^{2} d y \leq\|h\|_{L^{\frac{N}{2}+\epsilon}\left(B_{r}\right)}\left(\int_{B_{r_{1}}}\left|\xi_{n, r}^{0}(\phi)\right|^{q_{\epsilon}} d y\right)^{\frac{2}{q_{\epsilon}}} \\
& \leq \mathcal{S}_{N, q_{\epsilon}} r_{1}^{\frac{4 \epsilon}{N+2 \epsilon}}\|h\|_{L^{\frac{N}{2}}+\epsilon_{\left(B_{r}\right)}} \int_{B_{r_{1}} \mid \tilde{\Gamma}}\left|\nabla \xi_{n, r}^{0}(\phi)\right|^{2} d y \\
& \leq c_{0}^{2} \frac{N-1+r^{2}}{N-1} \mathcal{S}_{N, q_{\epsilon}} r_{1}^{\frac{4 \epsilon}{N+2 \epsilon}}\|h\|_{L^{\frac{N}{2}}+\epsilon\left(B_{r}\right)} \int_{\Omega_{n, r}}|\nabla \phi|^{2} d y,
\end{aligned}
$$

thanks to Hölder's inequality, (2.29), Proposition 2.2.11, and Proposition 2.2.12.

Hereafter we fix a potential $f$ satisfying either (2.6) or (2.7) and define $\tilde{f}:=\left|\operatorname{det} J_{F}\right|(f \circ F)$ as in Remark 2.2.3. Thanks to Remark 2.2.3 we have that $\tilde{f}$ satisfies either (2.6) or (2.7) as well. If $f$ (and consequently $\tilde{f}$ ) satisfies (2.7), we define

$$
f_{n}(y)= \begin{cases}n, & \text { if } \tilde{f}(y)>n,  \tag{2.43}\\ \tilde{f}(y), & \text { if }|\tilde{f}(y)| \leq n, \\ -n, & \text { if } \tilde{f}(y)<-n,\end{cases}
$$

so that

$$
\begin{equation*}
f_{n} \in L^{\infty}\left(B_{r_{1}}\right) \quad \text { and } \quad\left|f_{n}\right| \leq|\tilde{f}| \text { a.e. in } B_{r_{1}} \quad \text { for all } n \in \mathbb{N} \backslash\{0\} \tag{2.44}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{n} \rightarrow \tilde{f} \text { a.e. in } B_{r_{1}} . \tag{2.45}
\end{equation*}
$$

If $f$ satisfies (2.6), we just let

$$
\begin{equation*}
f_{n}:=\tilde{f} \quad \text { for any } n \in \mathbb{N} . \tag{2.46}
\end{equation*}
$$

We observe that

$$
\begin{equation*}
f_{n} \rightarrow \tilde{f} \quad \text { in } L^{\frac{N}{2}+\epsilon}\left(B_{r_{1}}\right) \quad \text { as } n \rightarrow \infty \tag{2.47}
\end{equation*}
$$

as a consequence of (2.44), (2.45) and the Dominated Convergence Theorem if assumption (2.7) holds and $f_{n}$ is defined in (2.43), in view of Remark 2.2.8; on the other hand (2.47) is obvious if assumption (2.6) holds and $f_{n}$ is defined in (2.46).

Since under both assumptions (2.6) and (2.7) we have that $\tilde{f} \in L^{\frac{N}{2}+\epsilon}\left(B_{r_{1}}\right)$ (see Remark 2.2.8), by the absolute continuity of the Lebesgue integral we can choose $r_{0} \in\left(0, \min \left\{1, r_{1}\right\}\right)$ such that

$$
\begin{equation*}
\eta_{\tilde{f}}\left(r_{0}\right)<\frac{1}{2} \quad \text { and } \quad c_{0}^{2} \frac{N-1+r_{1}^{2}}{N-1} \mathcal{S}_{N, q_{\epsilon}} r_{1}^{\frac{4 \epsilon}{N+2 \epsilon}}\|\tilde{f}\|_{L^{\frac{N}{2}+\epsilon}\left(B_{r_{0}}\right)}<\frac{1}{4}, \tag{2.48}
\end{equation*}
$$

where $q_{\epsilon}$ and $\eta_{\tilde{f}}$ are defined in (2.31).
Let $U=u \circ F$, where $u$ is a fixed weak solution to (2.1) and $F$ is the diffeomorphism introduced in Section 2.2.1, so that $U$ weakly solves (2.23). For any $n \in \mathbb{N} \backslash\{0\}$, we consider the following sequence of approximating problems, with potentials $f_{n}$ defined in (2.43)-(2.46):

$$
\begin{cases}-\operatorname{div}\left(A \nabla U_{n}\right)=f_{n} U_{n}, & \text { in } \Omega_{n, r_{0}},  \tag{2.49}\\ A \nabla U_{n} \cdot \nu=0, & \text { on } \Gamma_{n, r_{0}}, \\ \gamma_{n, r_{0}}\left(U_{n}\right)=\gamma_{n, r_{0}}(U), & \text { on } S_{n, r_{0}},\end{cases}
$$

with $r_{0}$ as in (2.48). A weak solution to problem (2.49) is a function $U_{n} \in H^{1}\left(\Omega_{n, r_{0}}\right)$ such that $U_{n}-U \in H_{0, S_{n, r_{0}}^{1}}^{1}\left(\Omega_{n, r_{0}}\right)$ and

$$
\int_{\Omega_{n, r_{0}}}\left(A \nabla U_{n} \cdot \nabla \phi-f_{n} U_{n} \phi\right) d y=0
$$

for all $\phi \in H_{0, S_{n, r_{0}}}^{1}\left(\Omega_{n, r_{0}}\right)$. If $U_{n}$ weakly solves (2.49), then $W_{n}:=U-U_{n} \in H_{0, S_{n, r_{0}}}^{1}\left(\Omega_{n, r_{0}}\right)$ and

$$
\begin{equation*}
\int_{\Omega_{n, r_{0}}}\left(A \nabla W_{n} \cdot \nabla \phi-f_{n} W_{n} \phi\right) d y=\int_{\Omega_{n, r_{0}}}\left(A \nabla U \cdot \nabla \phi-f_{n} U \phi\right) d y \tag{2.50}
\end{equation*}
$$

for any $\phi \in H_{0, S_{n, r_{0}}}^{1}\left(\Omega_{n, r_{0}}\right)$.

For every $n \in \mathbb{N} \backslash\{0\}$, let us consider the bilinear form

$$
\begin{equation*}
B_{n}: H_{0, S_{n, r_{0}}^{1}}^{1}\left(\Omega_{n, r_{0}}\right) \times H_{0, S_{n, r_{0}}}^{1}\left(\Omega_{n, r_{0}}\right) \rightarrow \mathbb{R}, \quad B_{n}(v, \phi):=\int_{\Omega_{n, r_{0}}}\left(A \nabla v \cdot \nabla \phi-f_{n} v \phi\right) d y \tag{2.51}
\end{equation*}
$$

and the functional

$$
\begin{equation*}
L_{n}: H_{0, S_{n, r_{0}}}^{1}\left(\Omega_{n, r_{0}}\right) \rightarrow \mathbb{R}, \quad L_{n}(\phi):=\int_{\Omega_{n, r_{0}}}\left(A \nabla U \cdot \nabla \phi-f_{n} U \phi\right) d y \tag{2.52}
\end{equation*}
$$

Proposition 2.2.14. The bilinear form $B_{n}$ defined in (2.51) is continuous and coercive; more precisely

$$
\begin{equation*}
B_{n}(\phi, \phi) \geq \frac{1}{4}\|\phi\|_{H_{0, S_{n}, r_{0}}^{1}}^{2}\left(\Omega_{n, r_{0}}\right) \quad \text { for all } \phi \in H_{0, S_{n, r_{0}}}^{1}\left(\Omega_{n, r_{0}}\right) \tag{2.53}
\end{equation*}
$$

Furthermore the functional $L_{n}$ defined in (2.52) belongs to $\left(H_{0, S_{n, r_{0}}}^{1}\left(\Omega_{n, r_{0}}\right)\right)^{*}$ and there exists a constant $\ell>0$ independent of $n$ such that

$$
\begin{equation*}
\left|L_{n}(\phi)\right| \leq \ell\|\phi\|_{H_{0, S_{n, r_{0}}}^{1}\left(\Omega_{n, r_{0}}\right) \quad \text { for all } \phi \in H_{0, S_{n, r}}^{1}\left(\Omega_{n, r_{0}}\right) . . . . . . . .} \tag{2.54}
\end{equation*}
$$

Proof. The continuity of $B_{n}$ and (2.53) easily follow from (2.13),(2.44), (2.42) and (2.48). Thanks to Hölder's inequality, (2.44), (2.13), (2.30), (2.42) and (2.48)

$$
\begin{aligned}
& \left|L_{n}(\phi)\right| \leq 2\|\nabla U\|_{L^{2}\left(\Omega_{n, r_{0}}\right)}\|\phi\|_{H_{0, S_{n, r_{0}}^{1}}\left(\Omega_{\left.n, r_{0}\right)}+\left(\int_{B_{r_{0}}}|\tilde{f}| U^{2} d x\right)^{\frac{1}{2}}\left(\int_{\Omega_{n, r_{0}}}|\tilde{f}| \phi^{2} d x\right)^{\frac{1}{2}}\right.}^{\leq\left(2\|\nabla U\|_{L^{2}\left(B_{r_{0}} \backslash \tilde{\Gamma}\right)}+\frac{1}{2} \sqrt{\eta_{\tilde{f}}\left(r_{0}\right)}\left(\int_{B_{r_{0}} \backslash \tilde{\Gamma}}|\nabla U|^{2} d x+\frac{1}{r_{0}} \int_{\partial B_{r_{0}}} U^{2} d S\right)^{\frac{1}{2}}\right)\|\phi\|_{H_{0, S_{n, r_{0}}}^{1}\left(\Omega_{\left.n, r_{0}\right)}\right)},} \begin{array}{l}
\end{array},
\end{aligned}
$$

thus implying (2.54).
Corollary 2.2.15. Let $u$ be a weak solution to (2.1) and $U=u \circ F$. Let either (2.6) hold and $\left\{f_{n}\right\}$ be as in (2.46), or (2.7) hold and $\left\{f_{n}\right\}$ be as in (2.43). Let $r_{0}$ be as in (2.48) and $\ell$ be as in Proposition 2.2.14. Then, for any $n \in \mathbb{N} \backslash\{0\}$, there exists a solution $W_{n} \in H_{0, S_{n, r_{0}}}^{1}\left(\Omega_{n, r_{0}}\right)$ of (2.50) such that

$$
\begin{equation*}
\left\|W_{n}\right\|_{H_{0, S_{n, r_{0}}^{1}}^{1}\left(\Omega_{n, r_{0}}\right)} \leq 4 \ell \tag{2.55}
\end{equation*}
$$

Proof. The existence of a solution $W_{n}$ of (2.50) follows from the Lax-Milgram Theorem, taking into account Proposition 2.2.14. Estimate (2.55) follows from (2.53) and (2.54) with $\phi=W_{n}$.

We are now in position to prove the main result of this section.
Theorem 2.2.16. Suppose that $f$ satisfies either (2.6) or (2.7), u is a weak solution of (2.1), and $U=u \circ F$ with $F$ as in Section 2.2.1. Let $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ satisfies (2.46) under hypothesis (2.6) or (2.43) under hypothesis (2.7). Let $r_{0} \in\left(0, r_{1}\right)$ be as (2.48). Then there exists $\left\{U_{n}\right\}_{n \in \mathbb{N} \backslash\{0\}} \subset$ $H^{1}\left(B_{r_{0}} \backslash \tilde{\Gamma}\right)$ such that $U_{n}$ weakly solves (2.49) for any $n \in \mathbb{N} \backslash\{0\}$ and $U_{n} \rightarrow U$ in $H^{1}\left(B_{r_{0}} \backslash \tilde{\Gamma}\right)$ as $n \rightarrow \infty$. Furthermore $U_{n} \in H^{2}\left(\Omega_{n, r}\right)$ for any $r \in\left(0, r_{0}\right)$ and $n \in \mathbb{N} \backslash\{0\}$.

Proof. Let $r_{0} \in\left(0, r_{1}\right)$ be as in (2.48). For any $n \in \mathbb{N} \backslash\{0\}$, let $W_{n} \in H_{0, S_{n, r_{0}}}^{1}\left(\Omega_{n, r_{0}}\right)$ be the solution to (2.50) given by Corollary 2.2.15. Then $U-W_{n}$ weakly solves problem (2.49) and we define $U_{n}:=U-\xi_{n, r_{0}}^{0}\left(W_{n}\right)$, with $\xi_{n, r_{0}}^{0}$ being the extension operator introduced in Proposition 2.2.11. We observe that $U_{n} \in H^{1}\left(B_{r_{0}} \backslash \tilde{\Gamma}\right)$. To prove that $U_{n}$ converges to $U$ in $H^{1}\left(B_{r_{0}} \backslash \tilde{\Gamma}\right)$ as $n \rightarrow \infty$, we notice that

$$
\left\|U-U_{n}\right\|_{H^{1}\left(B_{r_{0}} \backslash \tilde{\Gamma}\right)}^{2} \leq c_{0}^{2}\left\|W_{n}\right\|_{H^{1}\left(\Omega_{n, r_{0}}\right)}^{2} \leq 4 c_{0}^{2} \frac{N-1+r_{0}^{2}}{N-1} \int_{\Omega_{n, r_{0}}}\left(A \nabla W_{n} \cdot \nabla W_{n}-f_{n} W_{n}^{2}\right) d y
$$

by Proposition $2.2 .11,(2.40)$, and (2.53). Therefore it is enough to prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega_{n, r_{0}}}\left(A \nabla W_{n} \cdot \nabla W_{n}-f_{n} W_{n}^{2}\right) d y=0 \tag{2.56}
\end{equation*}
$$

Let

$$
\begin{equation*}
O_{n}:=\left(B_{r_{1}} \backslash \tilde{\Gamma}\right) \backslash \Omega_{n, r_{1}} \tag{2.57}
\end{equation*}
$$

for any $n \in \mathbb{N} \backslash\{0\}$. Since $W_{n} \in H_{0, S_{n, r_{0}}}^{1}\left(\Omega_{n, r_{0}}\right)$ solves (2.50) and $U$ is a solution to (2.23), by Hölder's inequality, (2.13) and Proposition 2.2 .11 we have that

$$
\begin{aligned}
& \left|\int_{\Omega_{n, r_{0}}}\left(A \nabla W_{n} \cdot \nabla W_{n}-f_{n} W_{n}^{2}\right) d y\right|=\left|\int_{\Omega_{n, r_{1}}}\left(A \nabla U \cdot \nabla\left(\xi_{n, r_{0}}^{0}\left(W_{n}\right)\right)-f_{n} U \xi_{n, r_{0}}^{0}\left(W_{n}\right)\right) d y\right| \\
& =\mid \int_{B_{r_{1}} \backslash \tilde{\Gamma}}\left(A \nabla U \cdot \nabla\left(\xi_{n, r_{0}}^{0}\left(W_{n}\right)\right)-f_{n} U \xi_{n, r_{0}}^{0}\left(W_{n}\right)\right) d y \\
& -\int_{O_{n}}\left(A \nabla U \cdot \nabla\left(\xi_{n, r_{0}}^{0}\left(W_{n}\right)\right)-f_{n} U \xi_{n, r_{0}}^{0}\left(W_{n}\right)\right) d y \\
& \left.=\mid \int_{B_{r_{1} \backslash \tilde{\Gamma}}}\left(A \nabla U \cdot \nabla\left(\xi_{n, r_{0}}^{0}\left(W_{n}\right)\right)-\tilde{f} U \xi_{n, r_{0}}^{0}\left(W_{n}\right)\right) d y+\int_{B_{r_{1}} \backslash \tilde{\Gamma}}\left(\tilde{f}-f_{n}\right) U \xi_{n, r_{0}}^{0}\left(W_{n}\right)\right) d y \\
& -\int_{O_{n}}\left(A \nabla U \cdot \nabla\left(\xi_{n, r_{0}}^{0}\left(W_{n}\right)\right)-f_{n} U \xi_{n, r_{0}}^{0}\left(W_{n}\right)\right) d y \\
& \leq\left|\int_{O_{n}}\left(A \nabla U \cdot \nabla\left(\xi_{n, r_{0}}^{0}\left(W_{n}\right)\right)-f_{n} U \xi_{n, r_{0}}^{0}\left(W_{n}\right)\right) d y\right|+\left|\int_{B_{r_{1}} \backslash \tilde{\Gamma}}\left(\tilde{f}-f_{n}\right) U \xi_{n, r_{0}}^{0}\left(W_{n}\right) d y\right| \\
& \leq 2\|\nabla U\|_{L^{2}\left(O_{n}\right)}\left\|\nabla \xi_{n, r_{0}}^{0}\left(W_{n}\right)\right\|_{L^{2}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right)}+\left\|f_{n}\right\|_{L^{\frac{N}{2}+\epsilon}\left(O_{n}\right)}\|U\|_{L^{q_{\epsilon}}\left(O_{n}\right)}\left\|\xi_{n, r_{0}}^{0}\left(W_{n}\right)\right\|_{L^{q_{\epsilon}\left(B_{r_{1}}\right)}} \\
& +\left\|\tilde{f}-f_{n}\right\|_{L^{\frac{N}{2}+\epsilon}\left(B_{r_{1}}\right)}\|U\|_{L^{q \epsilon}\left(B_{r_{1}}\right)}\left\|\xi_{n, r_{0}}^{0}\left(W_{n}\right)\right\|_{L^{q_{\epsilon}\left(B_{r_{1}}\right)}} \\
& \leq 4 c_{0} \ell \frac{\sqrt{N-1+r_{0}^{2}}}{\sqrt{N-1}}\left(2\|\nabla U\|_{L^{2}\left(O_{n}\right)}+\sqrt{\mathcal{S}_{N, q_{\epsilon}}} r_{1}^{\frac{2 \epsilon}{N+2 \epsilon}}\|\tilde{f}\|_{L^{\frac{N}{2}+\epsilon}\left(O_{n}\right)}\|U\|_{L^{q_{\epsilon}}\left(O_{n}\right)}\right. \\
& \left.+\sqrt{\mathcal{S}_{N, q_{\epsilon}}} \epsilon_{1}^{\frac{2 \epsilon}{N+2 \epsilon}}\left\|\tilde{f}-f_{n}\right\|_{L^{\frac{N}{2}+\epsilon}\left(B_{r_{1}}\right)}\|U\|_{L^{q \epsilon}\left(B_{r_{1}}\right)}\right),
\end{aligned}
$$

where $q_{\epsilon}$ is defined in (2.31) and we have used (2.44), (2.29), (2.38), (2.40), and (2.55) in the last inequality. We observe that

$$
\lim _{n \rightarrow \infty}\left|O_{n}\right|=0,
$$

where $\left|O_{n}\right|$ is the $N$-dimensional Lebesgue measure of $O_{n}$. Then, since $\nabla U \in L^{2}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right), U \in$ $L^{q_{\epsilon}}\left(B_{r_{1}}\right)$ by Proposition 2.2.6, and $\tilde{f} \in L^{\frac{N}{2}+\epsilon}\left(B_{r_{1}}\right)$, (2.56) follows by the absolute continuity of the integral and convergence (2.47).

We observe that $f_{n} U_{n} \in L^{2}\left(\Omega_{n, r_{0}}\right)$. Indeed, under assumption (2.6), by Remark 2.2.3 we have that $\tilde{f} \in W^{1, \frac{N}{2}+\epsilon}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right)$ and then, by Sobolev embeddings and Hölder's inequality, we easily obtain that $f_{n} U_{n}=\tilde{f} U_{n} \in L^{2}\left(\Omega_{n, r_{0}}\right)$. Under assumption (2.7), $f_{n}$ is defined in (2.43) and $f_{n} \in L^{\infty}\left(B_{r_{1}}\right)$, hence $f_{n} U_{n} \in L^{2}\left(\Omega_{n, r_{0}}\right)$.

Since $\Gamma_{n, r_{0}}$ is $C^{\infty}$-smooth and $f_{n} U_{n} \in L^{2}\left(\Omega_{n, r_{0}}\right)$, by classical elliptic regularity theory, see e.g. [81, Theorem 2.2.2.5], we deduce that $U_{n} \in H^{2}\left(\Omega_{n, r}\right)$ for any $r \in\left(0, r_{0}\right)$. The proof is thereby complete.

### 2.3 The Almgren type frequency function

Let $u \in H^{1}\left(B_{R} \backslash \Gamma\right)$ be a non-trivial weak solution to (2.1) and $U=u \circ F \in H^{1}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right)$ be the corresponding solution to $(2.23)$. Let $r_{0} \in\left(0, \min \left\{1, r_{1}\right\}\right)$ be as in (2.48). For any $r \in\left(0, r_{0}\right]$, we define

$$
\begin{equation*}
H(r):=\frac{1}{r^{N-1}} \int_{\partial B_{r}} \mu U^{2} d S \tag{2.58}
\end{equation*}
$$

where $\mu$ is the function introduced in (2.16), and

$$
\begin{equation*}
D(r):=\frac{1}{r^{N-2}} \int_{B_{r} \backslash \tilde{\Gamma}}\left(A \nabla U \cdot \nabla U-\tilde{f} U^{2}\right) d y \tag{2.59}
\end{equation*}
$$

Proposition 2.3.1. If $r \in\left(0, r_{0}\right]$ then $H(r)>0$.
Proof. We suppose by contradiction that there exists $r \in\left(0, r_{0}\right]$ such that $H(r)=0$. By (2.17), it follows that $U$ weakly solves (2.23) with the extra condition $U=0$ on $\partial B_{r}$. Then by (2.32) we obtain that $U=0$ on $B_{r}$. By classical unique continuation principles for elliptic equations, see e.g. [79], we conclude that $u=0$ on $B_{R}$, which is a contradiction.

Proposition 2.3.2. We have that $H \in W_{\mathrm{loc}}^{1,1}\left(\left(0, r_{0}\right]\right)$ and

$$
\begin{align*}
H^{\prime}(r) & =\frac{1}{r^{N-1}}\left(2 \int_{\partial B_{r}} \mu U \frac{\partial U}{\partial \nu} d S+\int_{\partial B_{r}} U^{2} \nabla \mu \cdot \nu d S\right) \\
& =\frac{2}{r^{N-1}} \int_{\partial B_{r}} \mu U \frac{\partial U}{\partial \nu} d S+H(r) O(1) \quad \text { as } r \rightarrow 0^{+} \tag{2.60}
\end{align*}
$$

in a distributional sense and for a.e. $r \in\left(0, r_{0}\right)$.
Remark 2.3.3. To explain in what sense the term $\frac{\partial U}{\partial \nu}$ in (2.60) is meant, we observe that, if $\nabla U$ is the distributional gradient of $U$ in $B_{r_{1}} \backslash \tilde{\Gamma}$, then $\nabla U \in L^{2}\left(B_{r_{1}}, \mathbb{R}^{N}\right)$ and $\frac{\partial U}{\partial \nu}:=\nabla U \cdot \frac{y}{|y|} \in$ $L^{2}\left(B_{r_{1}}\right)$. By the Coarea Formula it follows that $\nabla U \in L^{2}\left(\partial B_{r}, \mathbb{R}^{N}\right)$ and $\frac{\partial U}{\partial \nu} \in L^{2}\left(\partial B_{r}\right)$ for a.e. $r \in\left(0, r_{1}\right)$.

Proof. For any $\phi \in C_{0}^{\infty}\left(0, r_{0}\right)$ we define $v(y):=\phi(|y|)$. Then we have

$$
\begin{array}{rl}
\int_{0}^{r_{0}} & H(r) \phi^{\prime}(r) d y=\int_{0}^{r_{0}} \frac{1}{r^{N-1}}\left(\int_{\partial B_{r}} \mu U^{2} d S\right) \phi^{\prime}(r) d r \\
& =\int_{B_{r_{0}}^{+}} \frac{1}{|y|^{N}} \mu(y) U^{2}(y) \nabla v(y) \cdot y d y+\int_{B_{r_{0}}^{-}} \frac{1}{|y|^{N}} \mu(y) U^{2}(y) \nabla v(y) \cdot y d y \\
& =-\int_{B_{r_{0}} \backslash \tilde{\Gamma}} \frac{1}{|y|^{N}}\left(2 \mu(y) v(y) U(y) \nabla U(y) \cdot y+v(y) U^{2}(y) \nabla \mu(y) \cdot y\right) d y \\
& =-\int_{0}^{r_{0}} \frac{2}{r^{N-1}}\left(\int_{\partial B_{r}} \mu U \frac{\partial U}{\partial \nu} d S\right) \phi(r) d r-\int_{0}^{r_{0}} \frac{1}{r^{N-1}}\left(\int_{\partial B_{r}} U^{2} \nabla \mu \cdot \nu d S\right) \phi(r) d r,
\end{array}
$$

which proves (2.60) thanks to (2.19). Since $r^{-N+1}$ is bounded in any compact subset of $\left(0, r_{0}\right]$, then, by (2.17), (2.19) and the Coarea Formula, $H$ and $H^{\prime}$ are locally integrable so that $H \in W_{\text {loc }}^{1,1}\left(\left(0, r_{0}\right]\right)$.

Now we turn our attention to $D$. Henceforth we let $\left\{f_{n}\right\}$ be as in (2.46), if $f$ satisfies (2.6), or as in (2.43), if $f$ satisfies (2.7), and we consider the sequence $\left\{U_{n}\right\}$ converging to $U$ in $H^{1}\left(B_{r_{0}} \backslash \tilde{\Gamma}\right)$ provided by Theorem 2.2.16.

Remark 2.3.4. By Proposition 2.2 .6 and (2.31), $U_{n} \rightarrow U$ in $L^{q_{\epsilon}}\left(B_{r_{0}}\right)$. Then, since $f_{n} \rightarrow \tilde{f}$ in $L^{\frac{N}{2}+\epsilon}\left(B_{r_{0}}\right)$ by (2.47), from Hölder's inequality it easily follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{B_{r_{0}}}\left|\tilde{f} U^{2}-f_{n} U_{n}^{2}\right| d y=0 \tag{2.61}
\end{equation*}
$$

Moreover, if $f$ satisfies (2.6), $\nabla \tilde{f} \in L^{\frac{N}{2}+\epsilon}\left(B_{r_{0}}, \mathbb{R}^{N}\right)$ and hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{B_{r_{0} \backslash \Gamma}}\left|(\nabla \tilde{f} \cdot \beta)\left(U^{2}-U_{n}^{2}\right)\right| d x=0, \tag{2.62}
\end{equation*}
$$

since the vector field $\beta$ defined in (2.16) is bounded in view of (2.20).
Lemma 2.3.5. If $F_{n} \rightarrow F$ in $L^{1}\left(B_{r_{0}}\right)$, then there exists a subsequence $\left\{F_{n_{k}}\right\}_{k \in \mathbb{N}}$ such that, for a.e. $r \in\left(0, r_{0}\right)$,

$$
\lim _{k \rightarrow \infty} \int_{\partial B_{r}}\left|F-F_{n_{k}}\right| d S=0 \quad \text { and } \quad \lim _{k \rightarrow \infty} \int_{S_{n_{k}, r}} F_{n_{k}} d S=\int_{\partial B_{r}} F d S,
$$

where the notation $S_{n, r}$ has been introduced in (2.36).
Proof. Let $h_{n}(r):=\int_{\partial B_{r}}\left|F_{n}-F\right| d S$. Since, by assumption and the Coarea Formula,

$$
\lim _{n \rightarrow \infty} \int_{B_{r_{0}}}\left|F-F_{n}\right| d y=\lim _{n \rightarrow \infty} \int_{0}^{r_{0}} h_{n}(r) d r=0,
$$

we have that $h_{n} \rightarrow 0$ in $L^{1}\left(0, r_{0}\right)$. Hence there exists a subsequence $\left\{h_{n_{k}}\right\}_{k \in \mathbb{N}}$ converging to 0 a.e. in $\left(0, r_{0}\right)$. Therefore $F_{n_{k}} \rightarrow F$ in $L^{1}\left(\partial B_{r}\right)$ for a.e. $r \in\left(0, r_{0}\right)$. It follows that, for a.e. $r \in\left(0, r_{0}\right)$,

$$
\int_{S_{n_{k}}, r} F_{n_{k}} d S-\int_{\partial B_{r}} F d S=\int_{\partial B_{r}} \chi_{S_{n_{k}, r}}\left(F_{n_{k}}-F\right) d S+\int_{\partial B_{r}}\left(\chi_{S_{n_{k}}}-1\right) F d S \rightarrow 0
$$

as $k \rightarrow \infty$, thus yielding the conclusion.

Proposition 2.3.6. We have that $D \in W_{\mathrm{loc}}^{1,1}\left(\left(0, r_{0}\right]\right)$,

$$
\begin{equation*}
D(r)=\frac{1}{r^{N-2}} \int_{\partial B_{r}} U A \nabla U \cdot \nu d S=\frac{r}{2} H^{\prime}(r)+r H(r) O(1) \quad \text { as } r \rightarrow 0^{+} \tag{2.63}
\end{equation*}
$$

and

$$
\begin{equation*}
D^{\prime}(r)=(2-N) \frac{1}{r^{N-1}} \int_{B_{r} \backslash \tilde{\Gamma}}\left(A \nabla U \cdot \nabla U-\tilde{f} U^{2}\right) d y+\frac{1}{r^{N-2}} \int_{\partial B_{r}}\left(A \nabla U \cdot \nabla U-\tilde{f} U^{2}\right) d S \tag{2.64}
\end{equation*}
$$

in the sense of distributions and for a.e. $r \in\left(0, r_{0}\right)$.
Proof. The fact that $D \in W_{\text {loc }}^{1,1}\left(\left(0, r_{0}\right]\right)$ and (2.64) follow from the Coarea Formula and (2.30). To prove (2.63) we consider the sequence $\left\{U_{n}\right\}$ introduced in Theorem 2.2.16. For every $r \in\left(0, r_{0}\right)$ and $n \in \mathbb{N} \backslash\{0\}$,

$$
\frac{1}{r^{N-2}} \int_{\Omega_{n, r}}\left(A \nabla U_{n} \cdot \nabla U_{n}-f_{n} U_{n}^{2}\right) d y=\frac{1}{r^{N-2}} \int_{S_{n, r}} U_{n} A \nabla U_{n} \cdot \nu d S
$$

since $U_{n}$ solve (2.49) and $U_{n} \in H^{2}\left(\Omega_{n, r}\right)$ by Theorem 2.2.16. Thanks to Remark 2.3.4,the Dominated Convergence Theorem, and Lemma 2.3.5, we can pass to the limit, up to a subsequence, as $n \rightarrow \infty$ in the above identity for a.e. $r \in\left(0, r_{0}\right)$, thus proving the first equality in (2.63). To prove the second equality in (2.63) we define

$$
\zeta(y):=\frac{\mu(y)(\beta(y)-y)}{|y|}=\frac{A(y) y}{|y|}-\frac{A(y) y \cdot y}{|y|^{3}} y
$$

Then, since $\zeta(y) \cdot y=0$ and $\zeta \cdot(0, \ldots, 0,1)=0$ on $\tilde{\Gamma}$, we have that

$$
\begin{aligned}
\int_{\partial B_{r}} U A \nabla U \cdot \nu d S-\int_{\partial B_{r}} \mu U \frac{\partial U}{\partial \nu} d S & =\frac{1}{2} \int_{\partial B_{r}} \zeta \cdot \nabla\left(U^{2}\right) d S \\
& =-\frac{1}{2} \int_{\partial B_{r}} \operatorname{div}(\zeta) U^{2} d S=r^{N-1} H(r) O(1)
\end{aligned}
$$

as $r \rightarrow 0$, where we have used in the last equality the estimate

$$
\operatorname{div}(\zeta)(y)=\left(\frac{\nabla \mu(y)}{|y|}-\frac{\mu(y) y}{|y|^{3}}\right)(\beta(y)-y)+\frac{\mu(y)}{|y|}(\operatorname{div}(\beta)(y)-N)=O(1)
$$

which follows from Proposition 2.2.2. Then we conclude by (2.60).
The approximation procedure developed above also allows us to derive the following integration by parts formula.

Proposition 2.3.7. There exists a set $\mathcal{M} \subset\left[0, r_{0}\right]$ having null 1-dimensional Lebesgue measure such that, for all $r \in\left(0, r_{0}\right] \backslash \mathcal{M}, A \nabla U \cdot \nu \in L^{2}\left(\partial B_{r}\right)$ and

$$
\int_{B_{r} \backslash \tilde{\Gamma}} A \nabla U \cdot \nabla \phi d x=\int_{B_{r}} \tilde{f} U \phi d x+\int_{\partial B_{r}}(A \nabla U \cdot \nu) \phi d S
$$

for every $\phi \in H^{1}\left(B_{r_{0}} \backslash \tilde{\Gamma}\right)$, where $A \nabla U \cdot \nu$ on $\partial B_{r}$ is meant in the sense of Remark 2.3.3.

Proof. Since $U_{n} \rightarrow U$ in $H^{1}\left(B_{r_{0}} \backslash \tilde{\Gamma}\right)$ in view of Theorem 2.2.16, by Lemma 2.3.5 there exist a subsequence $\left\{U_{n_{k}}\right\}$ and a set $\mathcal{M} \subset\left[0, r_{0}\right]$ having null 1-dimensional Lebesgue measure such that $A \nabla U \cdot \nu \in L^{2}\left(\partial B_{r}\right)$ and $A \nabla U_{n_{k}} \cdot \nu \rightarrow A \nabla U \cdot \nu$ in $L^{2}\left(\partial B_{r}\right)$ for all $r \in\left(0, r_{0}\right] \backslash \mathcal{M}$. Since $U_{n} \in H^{2}\left(\Omega_{n, r}\right)$ for any $r \in\left(0, r_{0}\right)$ and $n \in \mathbb{N} \backslash\{0\}$ by Theorem 2.2.16, from (2.49) it follows that

$$
\int_{\Omega_{n, r}}\left(A \nabla U_{n} \cdot \nabla \phi-f_{n} U_{n} \phi\right) d y=\int_{S_{n, r}} \phi A \nabla U_{n} \cdot \nu d S
$$

Arguing as in the proof of Proposition 2.3.6, we can pass to the limit along $n=n_{k}$ as $k \rightarrow \infty$ in the above identity for all $r \in\left(0, r_{0}\right] \backslash \mathcal{M}$, thus obtaining the conclusion.

Theorem 2.3.8. (Pohozaev type inequality) Under either assumption (2.6) or assumption (2.7), for any $r \in\left(0, r_{0}\right]$ we have that

$$
\begin{align*}
& r \int_{\partial B_{r}} A \nabla U \cdot \nabla U d S \geq 2 r \int_{\partial B_{r}} \frac{|A \nabla U \cdot \nu|^{2}}{\mu} d S+\int_{B_{r} \backslash \tilde{\Gamma}}(A \nabla U \cdot \nabla U) \operatorname{div}(\beta) d y \\
& +2 \int_{B_{r} \backslash \tilde{\Gamma}} \frac{A \nabla U \cdot y}{\mu} \tilde{f} U d y+\int_{B_{r} \backslash \tilde{\Gamma}}(d A \nabla U \nabla U) \cdot \beta d y-2 \int_{B_{r} \backslash \tilde{\Gamma}} J_{\beta}(A \nabla U) \cdot \nabla U d y, \tag{2.65}
\end{align*}
$$

which can be rewritten as

$$
\begin{align*}
& r \int_{\partial B_{r}}\left(A \nabla U \cdot \nabla U-\tilde{f} U^{2}\right) d S \geq 2 r \int_{\partial B_{r}} \frac{|A \nabla U \cdot \nu|^{2}}{\mu} d S \\
& \quad+\int_{B_{r} \backslash \tilde{\Gamma}}(A \nabla U \cdot \nabla U) \operatorname{div}(\beta) d y+\int_{B_{r} \backslash \tilde{\Gamma}}(\tilde{f} \operatorname{div}(\beta)+\nabla \tilde{f} \cdot \beta) U^{2} d y \\
& \quad+\int_{B_{r} \backslash \tilde{\Gamma}}(d A \nabla U \nabla U) \cdot \beta d y-2 \int_{B_{r} \backslash \tilde{\Gamma}} J_{\beta}(A \nabla U) \cdot \nabla U d y \tag{2.66}
\end{align*}
$$

if $f$ satisfies (2.6).
Proof. By Theorem 2.2.16 we have that $U_{n} \in H^{2}\left(\Omega_{n, r}\right)$ for any $r \in\left(0, r_{0}\right)$ and $n \in \mathbb{N} \backslash\{0\}$. Then, since $A$ is symmetric by Proposition 2.2.1, we may write the following Rellich-Nečas identity in a distributional sense in $\Omega_{n, r}$ :

$$
\begin{align*}
\operatorname{div}\left(\left(A \nabla U_{n} \cdot \nabla U_{n}\right) \beta-2\left(\beta \cdot \nabla U_{n}\right) A \nabla U_{n}\right) & =\left(A \nabla U_{n} \cdot \nabla U_{n}\right) \operatorname{div}(\beta) \\
-2\left(\beta \cdot \nabla U_{n}\right) \operatorname{div}\left(A \nabla U_{n}\right) & +\left(d A \nabla U_{n} \nabla U_{n}\right) \cdot \beta-2 J_{\beta}\left(A \nabla U_{n}\right) \cdot \nabla U_{n} \tag{2.67}
\end{align*}
$$

Since $U_{n} \in H^{2}\left(\Omega_{n, r}\right)$ and the components of $A$ and $\beta$ are Lipschitz continuous by Propositions 2.2.1 and 2.2.2, then $\left.\left(A \nabla U_{n} \nabla U_{n}\right) \beta-2\left(\beta \cdot \nabla U_{n}\right) A \nabla U_{n}\right) \in W^{1,1}\left(\Omega_{n, r}\right)$. Therefore we can integrate both sides of (2.67) on the Lipschitz domain $\Omega_{n, r}$ and apply the Divergence Theorem to obtain, in view of (2.16) and (2.49),

$$
\begin{gather*}
r \int_{S_{n, r}}\left(A \nabla U_{n} \cdot \nabla U_{n}-2 \frac{\left|A \nabla U_{n} \cdot \nu\right|^{2}}{\mu}\right) d S+\int_{\Gamma_{n, r}}\left(A \nabla U_{n} \cdot \nabla U_{n}\right) \frac{A y \cdot \nu}{\mu} d S \\
=\int_{\Omega_{n, r}}\left(A \nabla U_{n} \cdot \nabla U_{n}\right) \operatorname{div}(\beta) d y+2 \int_{\Omega_{n, r}} \frac{A \nabla U_{n} \cdot y}{\mu} f_{n} U_{n} d y \\
\quad+\int_{\Omega_{n, r}}\left(d A \nabla U_{n} \nabla U_{n}\right) \cdot \beta d y-2 \int_{\Omega_{n, r}} J_{\beta}\left(A \nabla U_{n}\right) \cdot \nabla U_{n} d y \tag{2.68}
\end{gather*}
$$

From Proposition $2.2 .10,(2.13)$, and (2.17) it follows that, for all $n \in \mathbb{N} \backslash\{0\}$ and $r \in\left(0, r_{0}\right)$,

$$
\begin{equation*}
\int_{\Gamma_{n, r}}\left(A \nabla U_{n} \cdot \nabla U_{n}\right) \frac{A y \cdot \nu}{\mu} d S \leq 0 \tag{2.69}
\end{equation*}
$$

From Theorem 2.2.16, we recall that $U_{n} \rightarrow U$ strongly in $H^{1}\left(B_{r_{0}} \backslash \tilde{\Gamma}\right)$, while Propositions 2.2.1 and 2.2.2 imply that

$$
\begin{align*}
& \mu \in L^{\infty}\left(B_{r_{0}}, \mathbb{R}\right), \quad \beta \in L^{\infty}\left(B_{r_{0}}, \mathbb{R}^{N}\right), \quad \operatorname{div} \beta \in L^{\infty}\left(B_{r_{0}}, \mathbb{R}\right)  \tag{2.70}\\
& A \in L^{\infty}\left(B_{r_{0}}, \mathbb{R}^{N^{2}}\right), \quad\left\{\frac{\partial a_{i, j}}{\partial y_{h}}\right\}_{i, j, h=1, \ldots, N} \in L^{\infty}\left(B_{r_{0}}, \mathbb{R}^{N^{3}}\right)
\end{align*}
$$

Furthermore, under assumption (2.6), we have that, by Sobolev embeddings (see Proposition 2.2.6), if $N \geq 3$, then $f_{n}=\tilde{f} \in L^{N}\left(B_{r_{0}}\right)$ and $U_{n} \rightarrow U$ strongly in $L^{2^{*}}\left(B_{r_{0}}\right)$, whereas, if $N=2$, then $f_{n}=\tilde{f} \in L^{2(1+\epsilon) /(1-\epsilon)}\left(B_{r_{0}}\right)$ and $U_{n} \rightarrow U$ strongly in $L^{(1+\epsilon) / \epsilon}\left(B_{r_{0}}\right)$; then, since $\nabla U_{n} \rightarrow \nabla U$ in $L^{2}\left(B_{r_{0}}\right)$, Hölder's inequality ensures that

$$
\begin{equation*}
f_{n} U_{n} A \nabla U_{n} \cdot y \rightarrow \tilde{f} U A \nabla U \cdot y \quad \text { in } L^{1}\left(B_{r_{0}}\right) \tag{2.71}
\end{equation*}
$$

Under assumption (2.7), we have that Hardy's inequality (see Proposition 2.2.5), Proposition 2.2.4 and (2.44) yield that

$$
\int_{B_{r_{0}}}\left|f_{n} y\left(U_{n}-U\right)\right|^{2} d y \leq \operatorname{const} r_{0}^{4 \epsilon} \int_{B_{r_{0}}}|y|^{-2}\left|U_{n}-U\right|^{2} d y \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

which, thanks to Proposition 2.2.5 again and the Dominated Convergence Theorem, easily implies that

$$
f_{n} y U_{n} \rightarrow \tilde{f} y U \quad \text { in } L^{2}\left(B_{r_{0}}\right)
$$

thus proving (2.71) also under assumption (2.7).
Then, thanks to the Dominated Convergence Theorem, (2.22), (2.71) and Lemma 2.3.5, we can pass to the limit in (2.68) as $n \rightarrow \infty$, up to a subsequence, and, taking into account (2.69), we obtain inequality (2.65).

If assumption (2.6) holds then by (2.16), (2.46) and Proposition 2.2.2 we have that

$$
\begin{align*}
& 2 \int_{\Omega_{n, r}} \frac{A \nabla U_{n} \cdot y}{\mu} f_{n} U_{n} d y=2 \int_{\Omega_{n, r}}\left(\beta \cdot \nabla U_{n}\right) \tilde{f} U_{n} d y \\
& =-\int_{\Omega_{n, r}}(\tilde{f} \operatorname{div}(\beta)+\nabla \tilde{f} \cdot \beta) U_{n}^{2} d y+r \int_{S_{n, r}} \tilde{f} U_{n}^{2} d S+\int_{\Gamma_{n, r}} \tilde{f} U_{n}^{2} \beta \cdot \nu d S \tag{2.72}
\end{align*}
$$

We define

$$
\begin{aligned}
& O_{n, r}^{+}:=O_{n} \cap B_{r}^{+}, \quad O_{n, r}^{-}:=O_{n} \cap B_{r}^{-} \\
& \Gamma_{n, r}^{+}:=\Gamma_{n, r} \cap B_{r}^{+}, \quad \Gamma_{n, r}^{-}:=\Gamma_{n, r} \cap B_{r}^{-}
\end{aligned}
$$

where $O_{n}$ is defined in (2.57). Taking into account that $\beta \cdot \nu=\frac{A y}{\mu} \cdot \nu=0$ on $\partial O_{n, r}^{+} \cap \partial \mathbb{R}_{+}^{N}$ since $\nu=-(0, \ldots, 1)$ and (2.11) holds, the Divergence Theorem yields that

$$
\begin{align*}
& \int_{\Gamma_{n, r}^{+}} \tilde{f} U_{n}^{2} \beta \cdot \nu d S=-r \int_{\partial O_{n, r}^{+} \cap \partial B_{r}} \tilde{f} U_{n}^{2} \beta \cdot \nu d S \\
&+\int_{O_{n, r}^{+}}\left(\tilde{f} U_{n}^{2} \operatorname{div} \beta+U_{n}^{2} \nabla \tilde{f} \cdot \beta+2 \tilde{f} U_{n} \nabla U_{n} \cdot \beta\right) d y \tag{2.73}
\end{align*}
$$

By (2.61), (2.70), and Lemma 2.3.5 there exists a subsequence $\left\{\tilde{f} U_{n_{k}}^{2} \beta \cdot \nu\right\}_{k \in \mathbb{N}}$ converging in $L^{1}\left(\partial B_{r}\right)$ and hence equi-integrable in $\partial B_{r}$ for a.e. $r \in\left(0, r_{0}\right)$, hence

$$
\lim _{k \rightarrow \infty} \int_{\partial O_{n_{k}, r}^{+} \cap \partial B_{r}} \tilde{f} U_{n_{k}}^{2} \beta \cdot \nu d S=0 \quad \text { for a.e. } r \in\left(0, r_{0}\right)
$$

Since $\nabla U_{n} \rightarrow \nabla U$ in $L^{2}\left(B_{r_{0}}^{+}, \mathbb{R}^{N}\right), U_{n} \rightarrow U$ in $L^{q_{\epsilon}}\left(B_{r_{0}}^{+}\right)$and $\tilde{f} \in L^{N+2 \epsilon}\left(B_{r_{0}}^{+}\right)$by (2.6) and classical Sobolev embeddings, from (2.70) and Hölder's inequality we deduce that

$$
\tilde{f} U_{n} \nabla U_{n} \cdot \beta \rightarrow \tilde{f} U \nabla U \cdot \beta \quad \text { in } L^{1}\left(B_{r_{0}}^{+}\right)
$$

so that $\left\{\tilde{f} U_{n} \nabla U_{n} \cdot \beta\right\}_{n \in \mathbb{N}}$ is equi-integrable in $B_{r_{0}}^{+}$. Therefore

$$
\lim _{n \rightarrow \infty} \int_{O_{n, r}^{+}} \tilde{f} U_{n} \nabla U_{n} \cdot \beta d y=0 \quad \text { for all } r \in\left(0, r_{0}\right)
$$

Moreover, also $\left\{\operatorname{div} \beta \tilde{f} U_{n}^{2}+U_{n}^{2} \nabla \tilde{f} \cdot \beta\right\}_{n \in \mathbb{N}}$ is equi-integrable thanks to (2.61) and (2.62). It follows that

$$
\lim _{n \rightarrow \infty} \int_{O_{n, r}^{+}}\left(\operatorname{div} \beta \tilde{f} U_{n}^{2}+\nabla \tilde{f} \cdot \beta U_{n}^{2}\right) d y=0 \quad \text { for all } r \in\left(0, r_{0}\right)
$$

Then from (2.73) we conclude that

$$
\lim _{k \rightarrow \infty} \int_{\Gamma_{n_{k}, r}^{+}} \tilde{f} U_{n_{k}}^{2} \beta \cdot \nu d S=0
$$

In a similar way we obtain that $\lim _{k \rightarrow \infty} \int_{\Gamma_{n_{k}, r}^{-}} \tilde{f} U_{n_{k}}^{2} \beta \cdot \nu d S=0$ so that

$$
\lim _{k \rightarrow \infty} \int_{\Gamma_{n_{k}, r}} \tilde{f} U_{n_{k}}^{2} \beta \cdot \nu d S=0
$$

Therefore (2.66) follows by passing to the limit in (2.68) and (2.72) as $n \rightarrow \infty$ along a subsequence, taking into account Proposition 2.2.10, the Dominated Convergence Theorem, (2.22), Remark 2.3.4 and Lemma 2.3.5.

Proposition 2.3.9. For a.e. $r \in\left(0, r_{0}\right)$

$$
\begin{align*}
D^{\prime}(r) \geq 2 r^{2-N} & \int_{\partial B_{r}} \frac{|A \nabla U \cdot \nu|^{2}}{\mu} d S+r^{1-N} \int_{B_{r} \backslash \tilde{\Gamma}}(\operatorname{div}(\beta)+2-N) A \nabla U \cdot \nabla U d y \\
& +r^{1-N} \int_{B_{r} \backslash \tilde{\Gamma}}(\tilde{f}(\operatorname{div}(\beta)+N-2)+\nabla \tilde{f} \cdot \beta) U^{2} d y \\
& +r^{1-N} \int_{B_{r} \backslash \tilde{\Gamma}}(d A \nabla U \nabla U) \cdot \beta d y-2 r^{1-N} \int_{B_{r} \backslash \tilde{\Gamma}} J_{\beta}(A \nabla U) \cdot \nabla U d y, \tag{2.74}
\end{align*}
$$

if (2.6) holds, and

$$
\begin{align*}
D^{\prime}(r) \geq & 2 r^{2-N} \int_{\partial B_{r}} \frac{|A \nabla U \cdot \nu|^{2}}{\mu} d S-r^{2-N} \int_{\partial B_{r}} \tilde{f} U^{2} d S+(N-2) r^{1-N} \int_{B_{r}} \tilde{f} U^{2} d y \\
+ & r^{1-N} \int_{B_{r} \backslash \tilde{\Gamma}}(A \nabla \bar{u} \cdot \nabla U)(\operatorname{div}(\beta)+2-N) d y+2 r^{1-N} \int_{B_{r} \backslash \tilde{\Gamma}} \frac{A \nabla U \cdot y}{\mu} \tilde{f} U d y \\
& \quad+r^{1-N} \int_{B_{r} \backslash \tilde{\Gamma}}(d A \nabla U \nabla U) \cdot \beta d y-2 r^{1-N} \int_{B_{r} \backslash \tilde{\Gamma}} J_{\beta}(A \nabla U) \cdot \nabla U d y \tag{2.75}
\end{align*}
$$

if (2.7) holds.

Proof. Estimates (2.74)-(2.75) are direct consequences of (2.64), (2.65), and (2.66).
We now introduce the Almgren frequency function, defined as

$$
\begin{equation*}
\mathcal{N}:\left(0, r_{0}\right] \rightarrow \mathbb{R}, \quad \mathcal{N}(r):=\frac{D(r)}{H(r)} \tag{2.76}
\end{equation*}
$$

The above definition of $\mathcal{N}$ is well posed thanks to Proposition 2.3.1.
Proposition 2.3.10. If either assumptions (2.6) or (2.7) hold, then $\mathcal{N} \in W_{\text {loc }}^{1,1}\left(\left(0, r_{0}\right]\right)$ and, for any $r \in\left(0, r_{0}\right]$,

$$
\begin{equation*}
\mathcal{N}(r) \geq-2 \eta_{\tilde{f}}(r) . \tag{2.77}
\end{equation*}
$$

Furthermore, for a.e. $r \in\left(0, r_{0}\right)$,

$$
\begin{equation*}
\mathcal{N}^{\prime}(r) \geq \mathcal{V}(r)+\mathcal{W}(r) \tag{2.78}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{V}(r)=\frac{2 r\left(\left(\int_{\partial B_{r}} \frac{|A \nabla U \cdot \cdot|^{2}}{\mu} d S\right)\left(\int_{\partial B_{r}} \mu U^{2} d S\right)-\left(\int_{\partial B_{r}} U A \nabla U \cdot \nu d S\right)^{2}\right)}{\left(\int_{\partial B_{r}} \mu U^{2} d S\right)^{2}} \geq 0 \tag{2.79}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{W}(r)=O\left(r^{-1+\frac{4 \epsilon}{N+2 \epsilon}}\right)(1+\mathcal{N}(r)) \quad \text { as } r \rightarrow 0^{+} . \tag{2.80}
\end{equation*}
$$

Proof. Since $1 / H, D \in W_{\mathrm{loc}}^{1,1}\left(\left(0, r_{0}\right]\right)$, then $\mathcal{N} \in W_{\text {loc }}^{1,1}\left(\left(0, r_{0}\right]\right)$. Furthermore (2.32) directly implies (2.77).
$\operatorname{By}(2.63)$, for a.e. $r \in\left(0, r_{0}\right)$

$$
\begin{aligned}
\mathcal{N}^{\prime}(r) & =\frac{D^{\prime}(r) H(r)-D(r) H^{\prime}(r)}{H^{2}(r)}=\frac{D^{\prime}(r) H(r)-\frac{2}{r} D^{2}(r)}{H^{2}(r)}+\frac{D(r) O(1)}{H(r)} \\
& =\frac{D^{\prime}(r) H(r)-\frac{2}{r} r^{4-2 N}\left(\int_{\partial B_{r}} U A \nabla U \cdot \nu d S\right)^{2}}{H^{2}(r)}+O(1) \mathcal{N}(r)
\end{aligned}
$$

as $r \rightarrow 0^{+}$. By Proposition 2.2.1, Proposition 2.2.2, (2.31) and (2.32)

$$
\begin{aligned}
& \left|\int_{B_{r} \backslash \tilde{\Gamma}}\left((A \nabla U \cdot \nabla U)(\operatorname{div}(\beta)+2-N)-2 J_{\beta}(A \nabla U) \cdot \nabla U+(d A \nabla U \nabla U) \cdot \beta\right) d y\right| \\
& \quad \leq O(r) \int_{B_{r} \backslash \tilde{\Gamma}}|\nabla U|^{2} d y \\
& \quad \leq O(r) \int_{B_{r} \backslash \tilde{\Gamma}}\left(A \nabla U \cdot \nabla U-\tilde{f} U^{2}\right) d y+O\left(r^{\frac{4 \epsilon}{N+2 \epsilon}}\right) \int_{\partial B_{r}} \mu U^{2} d S \quad \text { as } r \rightarrow 0^{+} .
\end{aligned}
$$

By (2.30), (2.32), and (2.17)

$$
\begin{aligned}
\int_{B_{r}} \tilde{f} U^{2} d y & \leq O\left(r^{\frac{4 \epsilon}{N+2 \epsilon}}\right) \int_{B_{r} \backslash \tilde{\Gamma}}|\nabla U|^{2} d y+O\left(r^{\frac{2 \epsilon-N}{N+2 \epsilon}}\right) \int_{\partial B_{r}} U^{2} d S \\
& \leq O\left(r^{\frac{4 \epsilon}{N+2 \epsilon}}\right) \int_{B_{r} \backslash \tilde{\Gamma}}\left(A \nabla U \cdot \nabla U d y-\tilde{f} U^{2}\right)+O\left(r^{\frac{2 \epsilon-N}{N+2 \epsilon}}\right) \int_{\partial B_{r}} \mu U^{2} d S
\end{aligned}
$$

as $r \rightarrow 0^{+}$and, by (2.21), the same holds for $\int_{B_{r}}(\operatorname{div} \beta-N+2) \tilde{f} U^{2} d y$. In the same way from (2.20) it follows that, if (2.6) holds,

$$
\int_{B_{r}} \nabla \tilde{f} \cdot \beta U^{2} d y \leq O\left(r^{\frac{4 \epsilon}{N+2 \epsilon}}\right) \int_{B_{r} \backslash \tilde{\Gamma}}\left(A \nabla U \cdot \nabla U d y-\tilde{f} U^{2}\right)+O\left(r^{\frac{2 \epsilon-N}{N+2 \epsilon}}\right) \int_{\partial B_{r}} \mu U^{2} d S
$$

as $r \rightarrow 0^{+}$.
Under assumption (2.7), by Remark 2.2.3, (2.18), (2.13), (2.31) (2.30), (2.32) and Hölder's inequality,

$$
\begin{aligned}
& \int_{B_{r} \backslash \tilde{\Gamma}} \frac{A \nabla U \cdot y}{\mu} \tilde{f} U d y=O(r) \int_{B_{r} \backslash \tilde{\Gamma}}|\nabla U||\tilde{f}| U d y \leq O\left(r^{\varepsilon}\right)\|\nabla U\|_{L^{2}\left(B_{r} \backslash \tilde{\Gamma}\right)}\left(\int_{B_{r}}|\tilde{f}| U^{2} d x\right)^{\frac{1}{2}} \\
& \leq O\left(r^{\varepsilon+\frac{2 \varepsilon}{N+2 \varepsilon}}\right)\left(\int_{B_{r} \backslash \tilde{\Gamma}}\left(A \nabla U \cdot \nabla U-\tilde{f} U^{2}\right) d y+\frac{2}{\eta_{f}(r)} r \int_{\partial B_{r}} \mu U^{2} d S\right)^{\frac{1}{2}} \times \\
& \quad \times\left(\int_{B_{r} \backslash \tilde{\Gamma}}\left(A \nabla U \cdot \nabla U-\tilde{f} U^{2}\right) d y+\frac{2}{r} \int_{\partial B_{r}} \mu U^{2} d S\right)^{\frac{1}{2}} \\
& \leq O\left(r^{\varepsilon+\frac{2 \varepsilon}{N+2 \varepsilon}}\right) \int_{B_{r} \backslash \tilde{\Gamma}}\left(A \nabla U \cdot \nabla U-\tilde{f} U^{2}\right) d y+O\left(r^{-1+\varepsilon+\frac{2 \varepsilon}{N+2 \varepsilon}}\right) \int_{\partial B_{r}} \mu U^{2} d S .
\end{aligned}
$$

Under assumptions (2.7), thanks to Remark 2.2.3 and (2.17),

$$
\int_{\partial B_{r}} \tilde{f} U^{2} d S=O\left(r^{2 \varepsilon-2}\right) \int_{\partial B_{r}} \mu U^{2} d S
$$

Collecting the above estimates, we conclude that (2.78), (2.79) and (2.80) follow from (2.74)or (2.75) under hypotheses (2.6) or (2.7) respectively. From the Cauchy-Schwarz inequality we also deduce that $\mathcal{V} \geq 0$ a.e. in $\left(0, r_{0}\right)$.

We now prove that $\mathcal{N}$ is bounded.
Proposition 2.3.11. There exists a constant $C>0$ such that, for every $r \in\left(0, r_{0}\right]$,

$$
\begin{equation*}
\mathcal{N}(r) \leq C \tag{2.81}
\end{equation*}
$$

Proof. By Proposition 2.3.10 there exists a constant $\kappa>0$ such that, for a.e. $r \in\left(0, r_{0}\right)$,

$$
(\mathcal{N}+1)^{\prime}(r) \geq \mathcal{W}(r) \geq-\kappa r^{-1+\frac{4 \epsilon}{N+2 \epsilon}}(\mathcal{N}(r)+1)
$$

Since $\mathcal{N}+1>0$ by (2.77) and the choice of $r_{0}$ in (2.48), it follows that

$$
(\log (\mathcal{N}+1))^{\prime} \geq-\kappa r^{-1+\frac{4 \epsilon}{N+2 \epsilon}}
$$

An integration over $\left(r, r_{0}\right)$ yields

$$
\mathcal{N}(r) \leq-1+\exp \left(\kappa \frac{N+2 \epsilon}{4 \epsilon} r_{0}^{\frac{4 \epsilon}{2 \epsilon+N}}\right)\left(\mathcal{N}\left(r_{0}\right)+1\right)
$$

and the proof is thereby complete.

Proposition 2.3.12. There exists the limit

$$
\begin{equation*}
\gamma:=\lim _{r \rightarrow 0^{+}} \mathcal{N}(r) \tag{2.82}
\end{equation*}
$$

Furthermore $\gamma$ is finite and $\gamma \geq 0$.
Proof. From Proposition 2.3.10 and (2.81) there exists a constant $\kappa>0$ such that

$$
\mathcal{N}^{\prime}(r) \geq \mathcal{W}(r) \geq-\kappa r^{-1+\frac{4 \epsilon}{N+2 \epsilon}}(\mathcal{N}(r)+1) \geq-\kappa(C+1) r^{-1+\frac{4 \epsilon}{N+2 \epsilon}} \quad \text { for a.e. } r \in\left(0, r_{0}\right)
$$

Then

$$
\frac{d}{d r}\left(\mathcal{N}(r)+\frac{\kappa(C+1)(N+2 \epsilon)}{4 \epsilon} r^{\frac{4 \epsilon}{N+2 \epsilon}}\right) \geq 0
$$

for a.e. $r \in\left(0, r_{0}\right)$. We conclude that $\lim _{r \rightarrow 0^{+}} \mathcal{N}(r)$ exists; moreover such a limit is finite thanks to (2.81) and (2.77). Furthermore from (2.31) and (2.77) we deduce that $\gamma \geq 0$.

The proofs of Propositions 2.3.13 and 2.3.14 are standard and we omit them, see for example [47, Lemma 3.7, Lemma 4.6], [65, Lemma 5.6, Lemma 6.4], [65, Lemma 5.9, Lemma 6.6] or Propositions 4.4.9 and 4.4.10 in Chapter 4.

Proposition 2.3.13. There exists a constant $\alpha>0$ such that, for every $r \in\left(0, r_{0}\right]$,

$$
\begin{equation*}
H(r) \leq \alpha r^{2 \gamma} \tag{2.83}
\end{equation*}
$$

Furthermore for every $\sigma>0$ there exist $\alpha_{\sigma}>0$ and $r_{\sigma} \in\left(0, r_{0}\right)$ such that, for every $r \in\left(0, r_{\sigma}\right]$,

$$
\begin{equation*}
H(r) \geq \alpha_{\sigma} r^{2 \gamma+\sigma} \tag{2.84}
\end{equation*}
$$

Proof. For the proof in a similar situation we refer to [65, Lemma 5.6] and Proposition 4.4.9 in Chapter 4.

Proposition 2.3.14. The limit $\lim _{r \rightarrow 0^{+}} r^{-2 \gamma} H(r)$ exists and is finite.
Proof. For the proof in a similar situation we refer to [65, Lemma 6.4] and Proposition 4.4.10 in Chapter 4.

From the properties of the height function $H$ derived above, in particular from estimate (2.84), we deduce the unique continuation property stated in Theorem 2.1.1.

Proof of Theorem 2.1.1. Let $u$ be a weak solution to (2.1) such that $u(x)=O\left(|x|^{k}\right)$ as $|x| \rightarrow$ $0^{+}$for all $k \in \mathbb{N}$. To prove that $u \equiv 0$ in $B_{R}$, we argue by contradiction and assume that $u \not \equiv 0$. Then we can define a frequency function for $U=u \circ F$ as in (2.58), (2.59) and (2.76). Choosing $k \in \mathbb{N}$ such that $k>\gamma+\frac{\sigma}{2}$, we would obtain that $H(r)=O\left(r^{2 k}\right)=o\left(r^{2 \gamma+\sigma}\right)$ as $r \rightarrow 0$, contradicting estimate (2.84).

### 2.4 The blow-up analysis

In this section we perform a blow-up analysis for scaled solutions to (2.23). To this aim we first study the spectrum of (2.8), which plays a crucial role in the classification of blow-up profiles.

### 2.4.1 Neumann eigenvalues on cracked sphere

In this section we study the spectrum of (2.8). We recall that $\mu \in \mathbb{R}$ is an eigenvalue of (2.8) if there exists $\psi \in H^{1}\left(\mathbb{S}^{N-1} \backslash \Sigma\right) \backslash\{0\}$ such that

$$
\begin{equation*}
\int_{\mathbb{S}^{N-1} \backslash \Sigma} \nabla_{\mathbb{S}^{N-1} \backslash \Sigma} \psi \cdot \nabla_{\mathbb{S}^{N-1} \backslash \Sigma} \phi d S=\mu \int_{\mathbb{S}^{N-1} \backslash \Sigma} \psi \phi d S \quad \text { for any } \phi \in H^{1}\left(\mathbb{S}^{N-1} \backslash \Sigma\right) \tag{2.85}
\end{equation*}
$$

A Rellich-Kondrakov type theorem is needed to apply the classical Spectral Theorem to problem (2.8).

Proposition 2.4.1. The embedding $H^{1}\left(\mathbb{S}^{N-1} \backslash \Sigma\right) \hookrightarrow L^{2}\left(\mathbb{S}^{N-1}\right)$ is compact.
Proof. Let $\left\{\phi_{n}\right\}_{n \in \mathbb{N}}$ be a bounded sequence in $H^{1}\left(\mathbb{S}^{N-1} \backslash \Sigma\right)$. We observe that $\mathbb{S}_{+}^{N-1}$ and $\mathbb{S}_{-}^{N-1}$ are smooth compact manifolds with boundary and that the sequences of restrictions $\left\{\left.\phi_{n}\right|_{\mathbb{S}_{+}^{N-1}}\right\}_{n \in \mathbb{N}}$ and $\left\{\left.\phi_{n}\right|_{\mathbb{S}_{-}^{N-1}}\right\}_{n \in \mathbb{N}}$ are bounded in $H^{1}\left(\mathbb{S}_{+}^{N-1}\right)$ and $H^{1}\left(\mathbb{S}_{-}^{N-1}\right)$ respectively. Then we can extract a subsequence $\left\{\phi_{n_{k}}\right\}_{k \in \mathbb{N}}$ such that $\left\{\left.\phi_{n}\right|_{\mathbb{S}_{+}^{N-1}}\right\}_{n \in \mathbb{N}}$ converges in $L^{2}\left(\mathbb{S}_{+}^{N-1}\right)$ by the classical Rellich-Kondrakov Theorem on compact manifolds with boundary, see [18]. Proceeding in the same way for $\left\{\left.\phi_{n_{k}}\right|_{\mathbb{S}_{-}^{N-1}}\right\}_{n \in \mathbb{N}}$ in $H^{1}\left(\mathbb{S}_{-}^{N-1}\right)$, we conclude that there exists a subsequence $\left\{\phi_{n_{k_{h}}}\right\}_{h \in \mathbb{N}}$ which converges both in $L^{2}\left(\mathbb{S}_{-}^{N-1}\right)$ and in $L^{2}\left(\mathbb{S}_{+}^{N-1}\right)$, hence in $L^{2}\left(\mathbb{S}^{N-1}\right)$.

## Proposition 2.4.2.

(i) The point spectrum of (2.8) is a diverging and increasing sequence of non-negative eigenvalues $\left\{\mu_{k}\right\}_{k \in \mathbb{N}}$ of finite multiplicity and the eigenvalue $\mu_{0}=0$ is simple. Letting $N_{k}$ be the multiplicity of $\mu_{k}$ and $V_{k}$ be the eigenspace associated to $\mu_{k}$, there exists an orthonormal basis of $L^{2}\left(\mathbb{S}^{N-1}\right)$ consisting of eigenfunctions $\left\{Y_{k, i}\right\}_{k \in \mathbb{N}, i=1, \ldots, N_{k}}$ such that $\left\{Y_{k, i}\right\}_{i=1, \ldots N_{k}}$ is a basis of $V_{k}$ for any $k \in \mathbb{N}$.
(ii) For any $k \in \mathbb{N}$

$$
\begin{equation*}
\mu_{k}=\frac{k(k+2 N-4)}{4} . \tag{2.86}
\end{equation*}
$$

Moreover any eigenfunction of (2.8) belongs to $L^{\infty}\left(\mathbb{S}^{N-1}\right)$.
Proof. The proof of (i) follows from the classical Spectral Theorem for compact self-adjoint operators, taking into account Proposition 2.4.1. We prove now (ii). If $\mu$ is an eigenvalue of (2.8) and $\Psi$ an associated eigenfunction, let $\sigma:=-\frac{N-2}{2}+\sqrt{\left(\frac{N-2}{2}\right)^{2}+\mu}$ and

$$
W(r \theta):=r^{\sigma} \Psi(\theta), \quad \text { for any } r \in[0, \infty), \theta \in \mathbb{S}^{N-1} \backslash \Sigma
$$

Since $\Psi$ is an eigenfunction of (2.8) then $W$ is harmonic on $B_{1} \backslash \tilde{\Gamma}$ and $\frac{\partial^{+} W}{\partial \nu^{+}}=\frac{\partial^{-} W}{\partial \nu^{-}}=0$ on $\tilde{\Gamma}$. Therefore we deduce from [41] that there exists $k \in \mathbb{N}$ such that $\sigma=\frac{k}{2}$ and so $\mu=\frac{k(k+2 N-4)}{4}$. Moreover from [41] it also follows that $W \in L^{\infty}\left(B_{1}\right)$ hence $\Psi \in L^{\infty}\left(\mathbb{S}^{N-1}\right)$.

Viceversa, if we let $k \in \mathbb{N}$ and define $W$ in cylindrical coordinates as

$$
W\left(x^{\prime}, r \cos (t), r \sin (t)\right):=r^{\frac{k}{2}} \cos \left(\frac{k t}{2}\right) \quad \text { for any } x^{\prime} \in \mathbb{R}^{N-2}, r \in[0, \infty), \text { and } t \in[0,2 \pi]
$$

then $W$ is harmonic on $B_{1} \backslash \tilde{\Gamma}$ and $\frac{\partial^{+} W}{\partial \nu^{+}}=\frac{\partial^{-} W}{\partial \nu^{-}}=0$ on $\tilde{\Gamma}$. Since $W$ is homogeneous of degree $k / 2$, then

$$
W(r \theta)=r^{\frac{k}{2}} \Psi(\theta), \quad \text { for any } r \in[0, \infty), \text { and } \theta \in \mathbb{S}^{N-1} \backslash \Sigma
$$

where $\Psi=W_{\left.\right|_{\mathbb{S}^{N-1}}}$. Then from

$$
r^{\frac{k-4}{2}}\left(\frac{k(k-2)}{4} \Psi(\theta)+\frac{k(N-1)}{2} \Psi(\theta)+\Delta_{\mathbb{S}^{N-1}} \Psi(\theta)\right)=0, \quad r \in[0, \infty), \quad \theta \in \mathbb{S}^{N-1} \backslash \Sigma,
$$

we deduce that $\Psi$ solves (2.8) with $\mu=\frac{k(k+2 N-4)}{4}$.
Remark 2.4.3. The traces of eigenfunctions of problem (2.8) on both sides of $\Sigma$ (i.e. the traces of restrictions to $\mathbb{S}_{+}^{N-1}$ and $\mathbb{S}_{+}^{N-1}$ ) cannot vanish identically.

Indeed, if an eigenfunction $\Psi$ associated to the eigenvalue $\mu_{k}$ is such that the trace of $\left.\Psi\right|_{\mathbb{S}_{+}^{N-1}}$ on $\Sigma$ vanishes, then the function $W(x):=|x|^{k / 2} \Psi(x /|x|)$ would be a harmonic function in $\mathbb{R}^{N} \backslash \tilde{\Gamma}$ satisfying both Dirichlet and Neumann homogeneous boundary conditions on the upper side of the crack, thus violating classic unique continuation principles.

### 2.4.2 The blow-up analysis

Throughout this section we let $u \in H^{1}\left(B_{R} \backslash \Gamma\right)$ be a non-trivial weak solution to (2.1) with $f$ satisfying either (2.6) or (2.7), $U=u \circ F \in H^{1}\left(B_{r_{1}} \backslash \tilde{\Gamma}\right)$ be the corresponding solution to (2.23), $r_{0}$ be as in (2.48) and $r_{1}$ be as in Proposition 2.2.1. For all $\lambda \in\left(0, r_{0}\right)$, let

$$
\begin{equation*}
W^{\lambda}(y):=\frac{U(\lambda y)}{\sqrt{H(\lambda)}} \quad \text { for any } y \in B_{\lambda^{-1} r_{1}} \backslash \tilde{\Gamma} \tag{2.87}
\end{equation*}
$$

For any $\lambda \in\left(0, r_{0}\right)$ it is easy to verify that $W^{\lambda} \in H^{1}\left(B_{\lambda^{-1} r_{1}} \backslash \tilde{\Gamma}\right)$ and $W^{\lambda}$ satisfies

$$
\int_{B_{\lambda-1}^{r_{1}} \backslash \tilde{\Gamma}} A(\lambda y) \nabla W^{\lambda}(y) \cdot \nabla \phi(y) d y-\lambda^{2} \int_{B_{\lambda-1_{r_{1}}}} \tilde{f}(\lambda y) W^{\lambda}(y) \phi(y) d y=0
$$

for any $\phi \in H_{0, \partial B_{\lambda-1 r_{1}}}^{1}\left(B_{\lambda^{-1} r_{1}} \backslash \tilde{\Gamma}\right)$. In other words $W^{\lambda}$ is a weak solution of

$$
\begin{cases}-\operatorname{div}\left(A(\lambda \cdot) \nabla W^{\lambda}\right)=\lambda^{2} \tilde{f}(\lambda \cdot) W^{\lambda}, & \text { in } B_{\lambda^{-1} r_{1}} \backslash \tilde{\Gamma} \\ A(\lambda \cdot) \nabla^{+} W^{\lambda} \cdot \nu^{+}=A(\lambda \cdot) \nabla^{-} W^{\lambda} \cdot \nu^{-}=0, & \text { on } \tilde{\Gamma}\end{cases}
$$

for any $\lambda \in\left(0, r_{0}\right)$. Since $B_{1} \subset B_{\lambda^{-1} r_{1}}$ for all $\lambda \in\left(0, r_{0}\right)$, it follows that, for any $\lambda \in\left(0, r_{0}\right)$,

$$
\begin{equation*}
\int_{B_{1} \backslash \tilde{\Gamma}} A(\lambda y) \nabla W^{\lambda}(y) \cdot \nabla \phi(y) d y-\lambda^{2} \int_{B_{1}} \tilde{f}(\lambda y) W^{\lambda}(y) \phi(y) d y=0 \tag{2.88}
\end{equation*}
$$

for any $\phi \in H_{0, \partial B_{1}}^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$. Furthermore by a change of variables, (2.87) and (2.58),

$$
\begin{equation*}
\int_{\mathbb{S}^{N-1}} \mu(\lambda \theta)\left|W^{\lambda}(\theta)\right|^{2} d S=1 \quad \text { for every } \lambda \in\left(0, r_{0}\right) \tag{2.89}
\end{equation*}
$$

Proposition 2.4.4. Let $W^{\lambda}$ be as in (2.87). Then $\left\{W^{\lambda}\right\}_{\lambda \in\left(0, r_{0}\right)}$ is bounded in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$.

Proof. We have

$$
\int_{B_{1} \backslash \tilde{\Gamma}}\left|\nabla W^{\lambda}\right|^{2} d y=\frac{\lambda^{2-N}}{H(\lambda)} \int_{B_{\lambda} \backslash \tilde{\Gamma}}|\nabla U(y)|^{2} d y \leq \frac{2}{1-2 \eta_{\tilde{f}}(\lambda)} \mathcal{N}(\lambda)+\frac{4 \eta_{\tilde{f}}(\lambda)}{1-2 \eta_{\tilde{f}}(\lambda)} .
$$

by (2.32). Then thanks to (2.81), (2.31), (2.48), (2.29), (2.17), and (2.89) we conclude.
The following proposition is a doubling type result.
Proposition 2.4.5. There exists a constant $C_{1}>0$ such that for any $\lambda \in\left(0, \frac{r_{0}}{2}\right)$ and $T \in[1,2]$

$$
\begin{align*}
\frac{1}{C_{1}} H(T \lambda) & \leq H(\lambda) \leq C_{1} H(T \lambda),  \tag{2.90}\\
\int_{B_{T}}\left|W^{\lambda}(y)\right|^{2} d y & \leq 2^{N} C_{1} \int_{B_{1}}\left|W^{T \lambda}(y)\right|^{2} d y, \tag{2.91}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{B_{T} \backslash \tilde{\Gamma}}\left|\nabla W^{\lambda}(y)\right|^{2} d y \leq 2^{N-2} C_{1} \int_{B_{1} \backslash \tilde{\Gamma}}\left|\nabla W^{T \lambda}(y)\right|^{2} d y . \tag{2.92}
\end{equation*}
$$

Proof. From (2.81), (2.77), (2.63), and (2.48) we deduce that there exist two constants $\kappa_{1}>0$ and $\kappa_{2}>0$ such that, for any $r \in\left(0, r_{0}\right)$,

$$
-\frac{2}{r} \leq-\frac{2 \eta_{f}(r)}{r} \leq \frac{H^{\prime}(r)}{H(r)} \leq \frac{2 \mathcal{N}(r)+\kappa_{1}}{r} \leq \frac{\kappa_{2}}{r} .
$$

Then (2.90) follows from an integration in $(\lambda, T \lambda)$ of the above inequality. Furthermore from (2.90) we obtain that, for any $\lambda \in\left(0, \frac{r_{0}}{2}\right)$ and $T \in[1,2]$,

$$
\begin{aligned}
\int_{B_{T}}\left|W^{\lambda}(y)\right|^{2} d y & =\frac{\lambda^{-N}}{H(\lambda)} \int_{B_{\lambda T}}|U(y)|^{2} d y \leq \frac{C_{1} 2^{N}}{(\lambda T)^{N} H(T \lambda)} \int_{B_{\lambda T}}|U(y)|^{2} d y \\
& =C_{1} 2^{N} \int_{B_{1}}\left|W^{T \lambda}(y)\right|^{2} d y .
\end{aligned}
$$

In the same way (2.92) follows from (2.90).
Proposition 2.4.6. Let $\mathcal{M}$ be as in Proposition 2.3 .7 and $W^{\lambda}$ be defined in (2.87). Then there exist $M>0$ and $\lambda_{0}>0$ such that for any $\lambda \in\left(0, \lambda_{0}\right)$ there exists $T_{\lambda} \in[1,2]$ such that $\lambda T_{\lambda} \notin \mathcal{M}$ and

$$
\begin{equation*}
\int_{\partial B_{T_{\lambda}}}\left|\nabla W^{\lambda}\right|^{2} d S \leq M \int_{B_{T_{\lambda}} \backslash \tilde{\Gamma}}\left(\left|\nabla W^{\lambda}\right|^{2}+\left|W^{\lambda}\right|^{2}\right) d y . \tag{2.93}
\end{equation*}
$$

Proof. Since $\left\{W^{\lambda}\right\}_{\lambda \in\left(0, r_{0} / 2\right)}$ is bounded in $H^{1}\left(B_{2} \backslash \tilde{\Gamma}\right)$ by Proposition 2.4.4, (2.91) and (2.92), then

$$
\begin{equation*}
\limsup _{\lambda \rightarrow 0^{+}} \int_{B_{2} \backslash \tilde{\Gamma}}\left(\left|\nabla W^{\lambda}\right|^{2}+\left|W^{\lambda}\right|^{2}\right) d y<+\infty . \tag{2.94}
\end{equation*}
$$

By the Coarea formula, for any $\lambda \in\left(0, \frac{r_{0}}{2}\right)$ the function

$$
g_{\lambda}(r):=\int_{B_{r} \hat{\Gamma}}\left(\left|\nabla W^{\lambda}\right|^{2}+\left|W^{\lambda}\right|^{2}\right) d y
$$

is absolutely continuous in $[1,2]$ with weak derivative

$$
g_{\lambda}^{\prime}(r)=\int_{\partial B_{r}}\left(\left|\nabla W^{\lambda}\right|^{2}+\left|W^{\lambda}\right|^{2}\right) d S \quad \text { for a.e. } r \in[1,2]
$$

where the integral $\int_{\partial B_{r}}\left|\nabla W^{\lambda}\right|^{2} d S$ is meant in the sense of Remark 2.3.3. To prove the statement we argue by contradiction. If the conclusion does not hold, for any $M>0$ there exists a sequence $\left\{\lambda_{n}\right\}_{n \in \mathbb{N}} \subset\left(0, r_{0} / 2\right)$ such that $\lim _{n \rightarrow \infty} \lambda_{n}=0$ and

$$
\int_{\partial B_{r}}\left(\left|\nabla W^{\lambda_{n}}\right|^{2}+\left|W^{\lambda_{n}}\right|^{2}\right) d S>M \int_{B_{r} \backslash \tilde{\Gamma}}\left(\left|\nabla W^{\lambda_{n}}\right|^{2}+\left|W^{\lambda_{n}}\right|^{2}\right) d y
$$

for any $n \in \mathbb{N}$ and $r \in[1,2] \backslash \frac{1}{\lambda_{n}} \mathcal{M}$, and hence for a.e. $r \in[1,2]$. Hence

$$
g_{\lambda_{n}}^{\prime}(r)>M g_{\lambda_{n}}(r) \quad \text { for any } n \in \mathbb{N} \text { and a.e. } r \in[1,2] .
$$

An integration in $[1,2]$ yields

$$
\limsup _{n \rightarrow \infty} g_{\lambda_{n}}(1) \leq e^{-M} \limsup _{n \rightarrow \infty} g_{\lambda_{n}}(2)
$$

hence

$$
\liminf _{\lambda \rightarrow 0^{+}} g_{\lambda}(1) \leq e^{-M} \limsup _{\lambda \rightarrow 0^{+}} g_{\lambda}(2)
$$

In view of (2.94), letting $M \rightarrow \infty$ we conclude that

$$
\liminf _{\lambda \rightarrow 0^{+}} \int_{B_{1} \backslash \tilde{\Gamma}}\left(\left|\nabla W^{\lambda}\right|^{2}+\left|W^{\lambda}\right|^{2}\right) d y=0
$$

Then there exists a sequence $\left\{\rho_{n}\right\}_{k \in \mathbb{N}}$ such that $W^{\rho_{n}} \rightarrow 0$ strongly in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$ as $n \rightarrow \infty$. Due to the continuity of the trace operator $\gamma_{1}$ defined in Proposition 2.2.4 and (2.18), this is in contradiction with (2.89).

Proposition 2.4.7. There exists $\bar{M}>0$ such that

$$
\int_{\mathbb{S}^{N-1}}\left|\nabla W^{\lambda T_{\lambda}}\right|^{2} d S \leq \bar{M} \quad \text { for all } \lambda \in\left(0, \min \left\{\frac{r_{0}}{2}, \lambda_{0}\right\}\right)
$$

Proof. Since

$$
\int_{\mathbb{S}^{N-1}}\left|\nabla W^{\lambda T_{\lambda}}\right|^{2} d S=\frac{\lambda^{2} T_{\lambda}^{3-N}}{H\left(\lambda T_{\lambda}\right)} \int_{\partial B_{T_{\lambda}}}|\nabla U(\lambda y)|^{2} d S=T_{\lambda}^{3-N} \frac{H(\lambda)}{H\left(\lambda T_{\lambda}\right)} \int_{\partial B_{T_{\lambda}}}\left|\nabla W^{\lambda}\right|^{2} d S
$$

then, by $(2.90),(2.91),(2.92),(2.93)$, and since $1 \leq T_{\lambda} \leq 2$, for any $\lambda \in\left(0, \min \left\{\frac{r_{0}}{2}, \lambda_{0}\right\}\right)$ we have that

$$
\begin{aligned}
\int_{\mathbb{S}^{N-1}}\left|\nabla W^{\lambda T_{\lambda}}\right|^{2} d S & \leq 2 C_{1} M \int_{B_{T_{\lambda}} \backslash \tilde{\Gamma}}\left(\left|\nabla W^{\lambda}\right|^{2}+\left|W^{\lambda}\right|^{2}\right) d y \\
& \leq 2^{N+1} C_{1}^{2} M \int_{B_{1} \backslash \tilde{\Gamma}}\left(\left|\nabla W^{T_{\lambda} \lambda}\right|^{2}+\left|W^{T_{\lambda} \lambda}\right|^{2}\right) d y
\end{aligned}
$$

Therefore we conclude thanks to Proposition 2.4.4.

Thanks to the estimates established above, we can now prove a first blow-up result.
Proposition 2.4.8. Let $u \in H^{1}\left(B_{R} \backslash \Gamma\right)$, $u \not \equiv 0$, be a non-trivial weak solution to (2.1), with $\Gamma$ defined in (2.2)-(2.3) and $f$ satisfying either (2.6) or (2.7), and let $U=u \circ F$ be the corresponding solution to (2.23). Let $\gamma$ be as in (2.82). Then

$$
\begin{equation*}
\text { there exists } k_{0} \in \mathbb{N} \text { such that } \gamma=\frac{k_{0}}{2} \text {. } \tag{2.95}
\end{equation*}
$$

For any sequence $\left\{\lambda_{n}\right\}_{n \in \mathbb{N}}$ with $\lim _{n \rightarrow \infty} \lambda_{n}=0$ there exists a subsequence $\left\{\lambda_{n_{k}}\right\}_{k \in \mathbb{N}}$ and an eigenfunction $\Psi$ of problem (2.8) associated to the eigenvalue $\mu_{k_{0}}$ such that $\|\Psi\|_{L^{2}\left(\mathbb{S}^{N-1}\right)}=1$ and

$$
\frac{U\left(\lambda_{n_{k}} y\right)}{\sqrt{H\left(\lambda_{n_{k}}\right)}} \rightarrow|y|^{\gamma} \Psi\left(\frac{y}{|y|}\right) \quad \text { strongly in } H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)
$$

Proof. Let $W^{\lambda}$ be as in $(2.87)$ for any $\lambda \in\left(0, \min \left\{\frac{r_{0}}{2}, \lambda_{0}\right\}\right)$ and let us consider a sequence $\left\{\lambda_{n}\right\}_{n \in \mathbb{N}}$ such that $\lim _{n \rightarrow \infty} \lambda_{n}=0$. From Proposition 2.4.4 $\left\{W^{\lambda T_{\lambda}}: \lambda \in\left(0, \min \left\{\frac{r_{0}}{2}, \lambda_{0}\right\}\right)\right\}$ is bounded in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$. Therefore there exists a subsequence $\left\{W^{\left.\lambda_{n_{k}} T_{\lambda_{n_{k}}}\right\}_{k \in \mathbb{N}} \subset H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)}\right.$ and a function $W \in H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$ such that $W^{\lambda_{n_{k}}} T_{\lambda_{n_{k}}} \rightharpoonup W$ weakly in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$. By compactness of the trace operator $\gamma_{1}$ (see Proposition 2.2.4), (2.18), and (2.89), it follows that

$$
\begin{equation*}
\int_{\partial B_{1}} W^{2} d S=1 \tag{2.96}
\end{equation*}
$$

and so $W \not \equiv 0$ on $B_{1} \backslash \tilde{\Gamma}$.
By Hölder's inequality and (2.30) we have that, for every $\phi \in H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$,

$$
\begin{align*}
& \left|\lambda^{2} \int_{B_{1}} \tilde{f}(\lambda y) W^{\lambda}(y) \phi(y) d y\right| \leq \lambda^{2} \eta_{\tilde{f}(\lambda \cdot)}(1) \\
& \quad \times\left(\int_{B_{1} \backslash \tilde{\Gamma}}\left|\nabla W^{\lambda}\right|^{2} d y+\int_{\partial B_{1}}\left|W^{\lambda}\right|^{2} d S\right)^{\frac{1}{2}}\left(\int_{B_{1} \backslash \tilde{\Gamma}}|\nabla \phi|^{2} d y+\int_{\partial B_{1}} \phi^{2} d S\right)^{\frac{1}{2}} \tag{2.97}
\end{align*}
$$

By (2.31) and a change of variables we have that

$$
\begin{align*}
\lambda^{2} \eta_{\tilde{f}(\lambda \cdot)}(1) & =S_{N, q_{\epsilon}} \lambda^{2}\left(\int_{B_{1}}|\tilde{f}(\lambda y)|^{\frac{N}{2}+\epsilon} d y\right)^{\frac{2}{N+2 \epsilon}} \\
& =S_{N, q_{\epsilon}} \lambda^{\frac{4 \epsilon}{N+2 \epsilon}}\|\tilde{f}\|_{L^{\frac{N}{2}+\epsilon}\left(B_{\lambda}\right)} \rightarrow 0 \quad \text { as } \lambda \rightarrow 0^{+} . \tag{2.98}
\end{align*}
$$

From (2.97), (2.98), the boundedness of $\left\{W^{\lambda}\right\}$ in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$ (established in Proposition 2.4.4) and of the traces (following from Proposition 2.2.4), we deduce that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \lambda_{\lambda_{n_{k}}}^{2} T_{\lambda_{n_{k}}} \int_{B_{1}} \tilde{f}\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) W^{\lambda_{n_{k}}} T_{\lambda_{n_{k}}}(y) \phi(y) d y=0 \tag{2.99}
\end{equation*}
$$

for every $\phi \in H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$.
Let $\phi \in H_{0, \partial B_{1}}^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$. We can test (2.88) with $\phi$ to obtain

$$
\begin{align*}
& \int_{B_{1} \backslash \tilde{\Gamma}} A\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) \nabla W^{\lambda_{n_{k}} T_{\lambda_{n_{k}}}}(y) \cdot \nabla \phi(y) d y \\
&=\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}}\right)^{2} \int_{B_{1}} \tilde{f}\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) W^{\lambda_{n_{k}}} T_{\lambda_{n_{k}}}  \tag{2.100}\\
&(y) \phi(y) d y
\end{align*}
$$

for any $k \in \mathbb{N}$. Since $W^{\lambda_{n_{k}}} T_{\lambda_{n_{k}}} \rightharpoonup W$ weakly in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$, by (2.15) we have that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{B_{1} \backslash \Gamma} A\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) \nabla W^{\lambda_{n_{k}}} T_{\lambda_{n_{k}}}(y) \cdot \nabla \phi(y) d y=\int_{B_{1} \backslash \tilde{\Gamma}} \nabla W \cdot \nabla \phi d y . \tag{2.101}
\end{equation*}
$$

Therefore, for any $\phi \in H_{0, \partial B_{1}}^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$ we can pass to the limit as $k \rightarrow \infty$ in (2.100) thus obtaining, in view of (2.101) and (2.99),

$$
\int_{B_{1} \backslash \tilde{\Gamma}} \nabla W \cdot \nabla \phi d y=0
$$

i.e. $W$ is a weak solution of

$$
\left\{\begin{align*}
-\Delta W & =0, & & \text { on } B_{1} \backslash \tilde{\Gamma},  \tag{2.102}\\
\frac{\partial^{+} W}{\partial \nu^{+}} & =\frac{\partial^{-} W}{\partial \nu^{-}}=0, & & \text { on } \tilde{\Gamma} .
\end{align*}\right.
$$

We note that, by classical elliptic regularity theory, $W$ is smooth in $B_{1} \backslash \tilde{\Gamma}$.
In view of (2.87) and Propositions 2.4.6 and 2.3.7, by scaling we have that, for every $\phi \in H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$,

$$
\begin{align*}
& \int_{B_{1} \backslash \tilde{\Gamma}} A\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) \nabla W^{\lambda_{n_{k}} T_{\lambda_{n_{k}}}}(y) \cdot \nabla \phi(y) d y \\
&-\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}}\right)^{2} \int_{B_{1}} \tilde{f}\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) W^{\lambda_{n_{k}}} T_{\lambda_{n_{k}}}(y) \phi(y) d y \\
&=\int_{\partial B_{1}}\left(A\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) \nabla W^{\lambda_{n_{k}} T_{\lambda_{n_{k}}}}(y) \cdot \nu\right) \phi(y) d S . \tag{2.103}
\end{align*}
$$

Thanks to Proposition 2.4.7 and (2.13) there exists a function $h \in L^{2}\left(\partial B_{1}\right)$ such that

$$
\begin{equation*}
\left(A\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) \nabla W^{\lambda_{n_{k}}} T_{\lambda_{n_{k}}}(y) \cdot \nu\right) \rightharpoonup h \quad \text { weakly in } L^{2}\left(\partial B_{1}\right) \tag{2.104}
\end{equation*}
$$

up to a subsequence. By the weak convergence $W^{\lambda_{n_{k}} T_{\lambda_{n_{k}}}} \rightharpoonup W$ in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right),(2.15),(2.99)$, and (2.104), passing to the limit as $k \rightarrow \infty$ in (2.103), we obtain that

$$
\begin{equation*}
\int_{B_{1} \backslash \tilde{\Gamma}} \nabla W \cdot \nabla \phi d y=\int_{\partial B_{1}} h \phi d S \tag{2.105}
\end{equation*}
$$

for any $\phi \in H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$. From the compactness of the trace operator $\gamma_{1}$ (see Proposition 2.2.4) and (2.104) it follows that

$$
\lim _{k \rightarrow \infty} \int_{\partial B_{1}}\left(A\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) \nabla W^{\lambda_{n_{k}} T_{\lambda_{n_{k}}}}(y) \cdot \nu\right) W^{\lambda_{n_{k}} T_{\lambda_{n_{k}}}}(y) d S=\int_{\partial B_{1}} h W d S .
$$

Therefore, recalling estimates (2.97), (2.98), and the boundedness of $\left\{W^{\lambda}\right\}$ in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$, choosing $\phi=W^{\lambda_{n} T_{k} T_{\lambda_{k}}}$ in (2.103) and passing to the limit as $k \rightarrow \infty$, we obtain that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{B_{1} \backslash \tilde{\Gamma}} A\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) \nabla W^{\lambda_{n_{k}} T_{\lambda_{n_{k}}}} \cdot \nabla W^{\lambda_{n_{k}} T_{\lambda_{n_{k}}}} d y=\int_{\partial B_{1}} h W d S \tag{2.106}
\end{equation*}
$$

From (2.105) and (2.106) it follows that

$$
\lim _{k \rightarrow \infty} \int_{B_{1} \backslash \tilde{\Gamma}} A\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) \nabla W^{\lambda_{n_{k}} T_{\lambda_{n_{k}}}} \cdot \nabla W^{\lambda_{n_{k}} T_{\lambda_{n_{k}}}} d y=\int_{B_{1} \backslash \tilde{\Gamma}}|\nabla W|^{2} d y
$$

and so, thanks to (2.15),

$$
\begin{equation*}
W^{\lambda_{n_{k}} T_{\lambda_{n_{k}}}} \rightarrow W \quad \text { strongly in } H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right) . \tag{2.107}
\end{equation*}
$$

For any $k \in \mathbb{N}$ and $r \in(0,1)$ let us define

$$
\begin{aligned}
& D_{k}(r):= r^{2-N} \int_{B_{r} \backslash \tilde{\Gamma}}\left(A\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) \nabla W^{\lambda_{n_{k}}} T_{\lambda_{n_{k}}} \cdot \nabla W^{\lambda_{n_{k}}} T_{\lambda_{n_{k}}}\right. \\
& \quad-\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}}\right)^{2} \tilde{f}\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right) \mid W^{\left.\left.\lambda_{n_{k}} T_{\lambda_{n_{k}}}\right|^{2}\right) d y,} \\
& H_{k}(r):=r^{1-N} \int_{\partial B_{r}} \mu\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} y\right)\left|W^{\lambda_{n_{k}}} T_{\lambda_{n_{k}}}\right|^{2} d S, \quad \text { and } \quad \mathcal{N}_{k}(r):=\frac{D_{k}(r)}{H_{k}(r)} .
\end{aligned}
$$

By a change of variables it is easy to verify that, for any $r \in(0,1)$,

$$
\begin{equation*}
\mathcal{N}_{k}(r)=\frac{D_{k}(r)}{H_{k}(r)}=\frac{D\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} r\right)}{H\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} r\right)}=\mathcal{N}\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} r\right) . \tag{2.108}
\end{equation*}
$$

For any $r \in(0,1)$, we also define

$$
H_{W}(r):=r^{1-N} \int_{\partial B_{r}}|W|^{2} d S, \quad D_{W}(r):=r^{2-N} \int_{B_{r} \backslash \tilde{\Gamma}}|\nabla W|^{2} d y \quad \text { and } \quad \mathcal{N}_{W}(r):=\frac{D_{W}(r)}{H_{W}(r)}
$$

The definition of $\mathcal{N}_{W}$ is well posed. Indeed, if $H_{W}(r)=0$ for some $r \in(0,1)$, then we may test the equation (2.102) on $B_{r}$ with $W$ and conclude that $W=0$ in $B_{r}$. Thanks to classical unique continuation principles for harmonic functions, this would imply that $W=0$ in $B_{1}$, thus contradicting (2.96).

Thanks to (2.107), (2.97)-(2.98) together with the boundedness of $\left\{W^{\lambda}\right\}$ in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$, (2.15), (2.18), and Proposition 2.3.12, passing to the limit as $k \rightarrow \infty$ in (2.108) we obtain that

$$
\begin{equation*}
\mathcal{N}_{W}(r)=\lim _{k \rightarrow \infty} \mathcal{N}_{k}(r)=\lim _{k \rightarrow \infty} \mathcal{N}\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}} r\right)=\gamma \quad \text { for any } r \in(0,1) . \tag{2.109}
\end{equation*}
$$

Then $\mathcal{N}_{W}$ is constant in $(0,1)$. Following the proof of Proposition 2.3.10 in the case $f \equiv 0$ and $g \equiv 0$ (where $g$ is the function defined in (2.4)-(2.5)), so that $A=\operatorname{Id}_{N}$ and $\mu=1$, we obtain that

$$
0=\mathcal{N}_{W}^{\prime}(r) \geq \frac{2 r\left(\left(\int_{\partial B_{r}}\left|\frac{\partial W}{\partial \nu}\right|^{2} d S\right)\left(\int_{\partial B_{r}} W^{2} d S\right)-\left(\int_{\partial B_{r}} W \frac{\partial W}{\partial \nu} d S\right)^{2}\right)}{\left(\int_{\partial B_{r}} W^{2} d S\right)^{2}} \geq 0
$$

for a.e. $r \in(0,1)$. It follows that $\left(\int_{\partial B_{r}}\left|\frac{\partial W}{\partial \nu}\right|^{2} d S\right)\left(\int_{\partial B_{r}} W^{2} d S\right)=\left(\int_{\partial B_{r}} W \frac{\partial w}{\partial \nu} d S\right)^{2}$ for a.e. $r \in(0,1)$, i.e. equality holds in the Cauchy-Schwartz inequality for the vectors $W$ and $\frac{\partial W}{\partial \nu}$ in $L^{2}\left(\partial B_{r}\right)$ for a.e. $r \in(0,1)$. It follows that there exists a function $\zeta(r)$ such that

$$
\begin{equation*}
\frac{\partial W}{\partial \nu}(r \theta)=\zeta(r) W(r \theta) \quad \text { for any } \theta \in \mathbb{S}^{N-1} \backslash \Sigma \text { and a.e. } r \in(0,1] . \tag{2.110}
\end{equation*}
$$

Multiplying by $W(r \theta)$ and integrating on $\mathbb{S}^{N-1}$ we obtain

$$
\int_{\mathbb{S}^{N-1}} \frac{\partial W}{\partial \nu}(\theta r) W(r \theta) d S=\zeta(r) \int_{\mathbb{S}^{N-1}} W^{2}(\theta r) d S
$$

so that $\zeta(r)=\frac{H_{W}^{\prime}(r)}{2 H_{W}(r)}=\frac{\gamma}{r}$ by Proposition 2.3.2 and (2.109). Integrating (2.110) between $r \in(0,1)$ and 1 we obtain that

$$
W(r \theta)=r^{\gamma} W(1 \theta)=r^{\gamma} \Psi(\theta) \quad \text { for any } \theta \in \mathbb{S}^{N-1} \backslash \Sigma \text { and any } r \in(0,1]
$$

where $\Psi=\left.W\right|_{\mathbb{S}^{N-1} \backslash \Sigma}$. Then $\Psi \in H^{1}\left(\mathbb{S}^{N-1} \backslash \Sigma\right)$; furthermore, substituting $W(r \theta)=r^{\gamma} \Psi(\theta)$ in (2.102) we find out that $\Psi$ is an eigenfunction of $(2.8)$ with $(\gamma+N-2) \gamma$ as an associated eigenvalue. Hence by Proposition 2.4.2 there exists $k_{0} \in \mathbb{N}$ such that $(\gamma+N-2) \gamma=\frac{k_{0}\left(k_{0}+2 N-4\right)}{4}$. Recalling from Proposition 2.3.12 that $\gamma \geq 0$, we then obtain (2.95).

To conclude the proof it is enough to show that $W^{\lambda_{n_{k}}} \rightarrow W$ strongly in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$ (possibly along a subsequence). Since $\left\{W^{\lambda_{n_{k}}}\right\}_{k \in \mathbb{N}}$ is bounded in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$ by Proposition 2.4.4, there exists a function $\tilde{W} \in H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$ and $T \in[1,2]$ such that $W^{\lambda_{n_{k}}} \rightharpoonup \tilde{W}$ weakly in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$ and $T_{\lambda_{k}} \rightarrow T$, up to a subsequence.

Moreover, since $\left\{W^{\lambda_{n_{k}} T_{\lambda_{n}}}\right\}_{k \in \mathbb{N}}$ and $\left\{\left|\nabla W^{\lambda_{n_{k}} T_{\lambda_{n}}}\right|\right\}_{k \in \mathbb{N}}$ converge strongly in $L^{2}\left(B_{1}\right)$ by (2.107), they are dominated by a measurable $L^{2}\left(B_{1}\right)$-function, up to a subsequence. Similarly, thanks to (2.90), we can suppose that, up to a subsequence, the limit

$$
\zeta:=\lim _{k \rightarrow \infty} \frac{H\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}}\right)}{H\left(\lambda_{n_{k}}\right)}
$$

exists and it is finite and strictly positive. Then for any $\phi \in C_{c}^{\infty}\left(B_{1}\right)$ we have that

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \int_{B_{1}} W^{\lambda_{n_{k}}}(y) \phi(y) d y=\lim _{k \rightarrow \infty} T_{\lambda_{n_{k}}}^{N} \int_{B_{T_{\lambda_{n_{k}}}^{-1}}} W^{\lambda_{n_{k}}}\left(T_{\lambda_{n_{k}}} y\right) \phi\left(T_{\lambda_{n_{k}}} y\right) d y \\
& =\lim _{k \rightarrow \infty} T_{\lambda_{n_{k}}}^{N} \sqrt{\frac{H\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}}\right)}{H\left(\lambda_{n_{k}}\right)}} \int_{B_{T_{\lambda_{n_{k}}}^{-1}}} W^{T_{\lambda_{n_{k}}} \lambda_{n_{k}}}(y) \phi\left(T_{\lambda_{n_{k}}} y\right) d y \\
& =T^{N} \sqrt{\zeta} \int_{B_{T^{-1}}} W(y) \phi(T y) d y=\sqrt{\zeta} \int_{B_{1}} W(y / T) \phi(y) d y
\end{aligned}
$$

thanks to the Dominated Convergence Theorem. By density the same holds for any $\phi \in$ $L^{2}\left(B_{1}\right)$. It follows that $W^{\lambda_{n_{k}}} \rightharpoonup \sqrt{\zeta} W(\cdot / T)$ weakly in $L^{2}\left(B_{1}\right)$. Hence, by uniqueness of the weak limit, we have that $\tilde{W}(\cdot)=\sqrt{\zeta} W(\cdot / T)$ and $W^{\lambda_{n_{k}}} \rightharpoonup \sqrt{\zeta} W(\cdot / T)$ weakly in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$. Furthermore

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \int_{B_{1} \backslash \tilde{\Gamma}}\left|\nabla W^{\lambda_{n_{k}}}(y)\right|^{2} d y=\lim _{k \rightarrow \infty} T_{\lambda_{n_{k}}}^{N} \int_{B_{T_{\lambda_{n_{k}}}}^{-1} \backslash \tilde{\Gamma}}\left|\nabla W^{\lambda_{n_{k}}}\left(T_{\lambda_{n_{k}}} y\right)\right|^{2} d y \\
& =\lim _{k \rightarrow \infty} T_{\lambda_{n_{k}}}^{N-2} \frac{H\left(\lambda_{n_{k}} T_{\lambda_{n_{k}}}\right)}{H\left(\lambda_{n_{k}}\right)} \int_{B_{T_{\lambda_{n_{k}}}^{-1} \backslash \tilde{\Gamma}}\left|\nabla W^{T_{\lambda_{n_{k}}} \lambda_{n_{k}}}(y)\right|^{2} d y}=T^{N-2} \zeta \int_{B_{T^{-1}} \backslash \tilde{\Gamma}}|\nabla W(y)|^{2} d y=\int_{B_{1} \backslash \tilde{\Gamma}}|\sqrt{\zeta} \nabla(W(\cdot / T))|^{2} d y .
\end{aligned}
$$

Then we can conclude that $W^{\lambda_{n}} \rightarrow \tilde{W}=\sqrt{\zeta} W(\cdot / T)$ strongly in $H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right)$. Moreover, by compactness of the trace operator $\gamma_{1}$ (see Proposition 2.2.4), (2.18), and (2.89), we deduce that $\int_{\partial B_{1}} \tilde{W}^{2} d S=1$. Then, since $W(r \theta)=r^{\frac{k_{0}}{2}} \Psi(\theta)$, we deduce that

$$
\tilde{W}(r \theta)=\sqrt{\zeta} W\left(\frac{r}{T} \theta\right)=\left(\frac{\zeta}{T^{k_{0}}}\right)^{\frac{1}{2}} r^{\frac{k_{0}}{2}} \Psi(\theta)=\left(\frac{\zeta}{T^{k_{0}}}\right)^{\frac{1}{2}} W(r \theta)
$$

and

$$
1=\int_{\partial B_{1}} \tilde{W}^{2} d S=\frac{\zeta}{T^{k_{0}}} \int_{\partial B_{1}} W^{2} d S=\frac{\zeta}{T^{k_{0}}}
$$

thanks to (2.96). Therefore $W=\tilde{W}$ and the proof is complete.
We are now in position of prove Theorem 2.1.2.
Proof of Theorem 2.1.2. Let us assume that $\operatorname{Tr}_{\Gamma}^{+} u(z)=O\left(|z|^{k}\right)$ as $|z| \rightarrow 0^{+}, z \in \Gamma$, for all $k \in \mathbb{N}$ (a similar argument works under the assumption $\operatorname{Tr}_{\Gamma}^{-} u(z)=O\left(|z|^{k}\right)$ ). Letting $U=u \circ F$, by the properties of the diffeomorphism $F$ described in Proposition 2.2.1, we have that $\operatorname{Tr}_{\tilde{\Gamma}}^{+} U(z)=O\left(|z|^{k}\right)$ as $|z| \rightarrow 0^{+}$, so that, for all $k \in \mathbb{N}$,

$$
\begin{equation*}
\left\|\lambda^{-k} \operatorname{Tr}_{\tilde{\Gamma}}^{+} U(\lambda \cdot)\right\|_{L^{2}\left(B_{1} \cap \tilde{\Gamma}\right)} \rightarrow 0 \quad \text { as } \lambda \rightarrow 0^{+} \tag{2.111}
\end{equation*}
$$

On the other hand, if, by contradiction, $u \not \equiv 0$, by Proposition 2.4.8 and classical trace theorems there exist $k_{0} \in \mathbb{N}$, a sequence $\lambda_{n} \rightarrow 0^{+}$, and an eigenfunction $\Psi$ of problem (2.8) such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left\|\operatorname{Tr}_{\tilde{\Gamma}}^{+} U\left(\lambda_{n} \cdot\right)\right\|_{L^{2}\left(B_{1} \cap \tilde{\Gamma}\right)}}{\sqrt{H\left(\lambda_{n}\right)}}=\left\|\operatorname{Tr}_{\tilde{\Gamma}}^{+}\left(|y|^{\gamma} \Psi\left(\frac{y}{|y|}\right)\right)\right\|_{L^{2}\left(B_{1} \cap \tilde{\Gamma}\right)} \neq 0 \tag{2.112}
\end{equation*}
$$

where the above limit is nonzero thanks to Remark 2.4.3. Combining (2.111) and (2.112) we obtain that

$$
\lim _{n \rightarrow \infty} \frac{\sqrt{H\left(\lambda_{n}\right)}}{\lambda_{n}^{k}}=0 \quad \text { for all } k \in \mathbb{N}
$$

thus contradicting estimate (2.84).

### 2.5 Asymptotics of the height function

In dimension $N \geq 3$, we can further specify the behaviour of $U(\lambda \cdot)$ as $\lambda \rightarrow 0^{+}$, deriving the asymptotics of the function $H(\lambda)$ appearing as a normalization factor in the blowed-up family (2.87). Let $\left\{Y_{k, i}\right\}_{k \in \mathbb{N}, i=1, \ldots, N_{k}}$ be the basis of $L^{2}\left(\mathbb{S}^{N-1}\right)$ given by Proposition 2.4.2. Let $N \geq 3, u \in H^{1}\left(B_{R} \backslash \Gamma\right)$ be a weak solution to (2.1), with $\Gamma$ defined in (2.2)-(2.3) and $f$ satisfying either (2.6) or (2.7), and let $U=u \circ F$ be the corresponding solution to (2.23). For any $\lambda \in\left(0, r_{0}\right), k \in \mathbb{N}$ and $i=1, \ldots, N_{k}$ we define

$$
\begin{equation*}
\varphi_{k, i}(\lambda):=\int_{\mathbb{S}^{N-1}} U(\lambda \theta) Y_{k, i}(\theta) d S \tag{2.113}
\end{equation*}
$$

and

$$
\begin{align*}
& \Upsilon_{k, i}(\lambda):=-\int_{B_{\lambda} \backslash \tilde{\Gamma}}\left(A-\operatorname{Id}_{N}\right) \nabla U \cdot \frac{\nabla_{\mathbb{S}^{N-1}} Y_{k, i}(y /|y|)}{|y|} d y \\
& +\int_{B_{\lambda}} \tilde{f}(y) U(y) Y_{k, i}(y /|y|) d y+\int_{\partial B_{\lambda}}\left(A-\operatorname{Id}_{N}\right) \nabla U \cdot \frac{y}{|y|} Y_{k, i}(y /|y|) d S \tag{2.114}
\end{align*}
$$

Proposition 2.5.1. Let $k_{0}$ be as in Proposition 2.4.8. Then, for any $i=1, \ldots, N_{k_{0}}$ and $r \in\left(0, r_{0}\right]$,

$$
\begin{align*}
\varphi_{k_{0}, i}(\lambda) & =\lambda^{\frac{k_{0}}{2}}\left(r^{-\frac{k_{0}}{2}} \varphi_{k_{0}, i}(r)+\frac{2 N+k_{0}-4}{2\left(N+k_{0}-2\right)} \int_{\lambda}^{r} s^{-N+1-\frac{k_{0}}{2}} \Upsilon_{k_{0}, i}(s) d s\right. \\
& \left.+\frac{k_{0} r^{-N+2-k_{0}}}{2\left(N+k_{0}-2\right)} \int_{0}^{r} s^{\frac{k_{0}}{2}-1} \Upsilon_{k_{0}, i}(s) d s\right)+o\left(\lambda^{\frac{k_{0}}{2}}\right) \quad \text { as } \lambda \rightarrow 0^{+} \tag{2.115}
\end{align*}
$$

Proof. For any $k \in \mathbb{N}$ and any $i=1, \ldots, N_{k}$ we consider the distribution $\zeta_{k, i}$ on $\left(0, r_{0}\right)$ defined as

$$
\left.\begin{array}{rl}
\mathcal{D}^{\prime}\left(0, r_{0}\right)
\end{array}\left\langle\zeta_{k, i}, \omega\right\rangle_{\mathcal{D}\left(0, r_{0}\right)}:=\int_{0}^{r_{0}} \omega(\lambda)\left(\int_{\mathbb{S}^{N-1}} \tilde{f}(\lambda \theta) U(\lambda \theta) Y_{m, k}(\theta) d S_{\theta}\right) d \lambda\right] .
$$

for any $\omega \in \mathcal{D}\left(0, r_{0}\right)$.
Since $\Upsilon_{k, i} \in L_{\text {loc }}^{1}\left(0, r_{0}\right)$ by (2.114), we may consider its derivative in the sense of distributions. A direct calculation shows that

$$
\begin{equation*}
\Upsilon_{k, i}^{\prime}(\lambda)=\lambda^{N-1} \zeta_{k, i}(\lambda) \tag{2.116}
\end{equation*}
$$

in the sense of distributions on $\left(0, r_{0}\right)$. From the definition of $\zeta_{k, i},(2.23)$, and the fact that $Y_{k, i}$ is a solution of (2.85) we deduce that

$$
-\varphi_{k, i}^{\prime \prime}(\lambda)-\frac{N-1}{\lambda} \varphi_{k, i}^{\prime}(\lambda)+\frac{\mu_{k}}{\lambda^{2}} \varphi_{k, i}(\lambda)=\zeta_{k, i}(\lambda)
$$

in the sense of distribution in $\left(0, r_{0}\right)$; the above equation can be rewritten as

$$
-\left(\lambda^{N-1+k}\left(\lambda^{-\frac{k}{2}} \varphi_{k, i}(\lambda)\right)^{\prime}\right)^{\prime}=\lambda^{N-1+\frac{k}{2}} \zeta_{k, i}(\lambda)
$$

thanks to (2.86). Integrating the right-hand side of the equation above by parts, since (2.116) holds, we obtain that, for every $r \in\left(0, r_{0}\right), k \in \mathbb{N}$ and $i=1, \ldots, N_{k}$ there exists a constant $c_{k, i}(r)$ such that

$$
\left(\lambda^{-\frac{k}{2}} \varphi_{k, i}(\lambda)\right)^{\prime}=-\lambda^{-N+1-\frac{k}{2}} \Upsilon_{k, i}(\lambda)-\frac{k}{2} \lambda^{-N+1-k}\left(c_{k, i}(r)+\int_{\lambda}^{r} s^{\frac{k}{2}-1} \Upsilon_{k, i}(s) d s\right)
$$

in the sense of distribution on $\left(0, r_{0}\right)$. Then $\varphi_{k, i}(\lambda) \in W_{\mathrm{loc}}^{1,1}\left(0, r_{0}\right)$ and a further integration yields

$$
\begin{align*}
\varphi_{k, i}(\lambda) & =\lambda^{\frac{k}{2}}\left(r^{-\frac{k}{2}} \varphi_{k, i}(r)+\int_{\lambda}^{r} s^{-N+1-\frac{k}{2}} \Upsilon_{k, i}(s) d s\right) \\
& +\frac{k}{2} \lambda^{\frac{k}{2}}\left(\int_{\lambda}^{r} s^{-N+1-k}\left(c_{k, i}(r)+\int_{s}^{r} t^{\frac{k}{2}-1} \Upsilon_{k, i}(t) d t\right) d s\right. \\
& =\lambda^{\frac{k}{2}}\left(r^{-\frac{k}{2}} \varphi_{k, i}(r)+\frac{2 N+k-4}{2(N+k-2)} \int_{\lambda}^{r} s^{-N+1-\frac{k}{2}} \Upsilon_{k, i}(s) d s\right) \\
& -\lambda^{\frac{k}{2}} \frac{k c_{k, i}(r) r^{-N+2-k}}{2(N+k-2)}+\frac{k \lambda^{-N+2-\frac{k}{2}}}{2(N+k-2)}\left(c_{k, i}(r)+\int_{\lambda}^{r} t^{\frac{k}{2}-1} \Upsilon_{k, i}(t) d t\right) . \tag{2.117}
\end{align*}
$$

Now we claim that, if $k_{0}$ is as in Proposition 2.4.8, then

$$
\begin{equation*}
\text { the function } s \rightarrow s^{-N+1-\frac{k_{0}}{2}} \Upsilon_{k_{0}, i}(s) \text { belongs to } L^{1}\left(0, r_{0}\right) \text {. } \tag{2.118}
\end{equation*}
$$

To this end we will estimate each terms in (2.114). Thanks to (2.15), Hölder's inequality, a change of variables and Proposition 2.4.4, we have that

$$
\begin{aligned}
& \left|\int_{B_{s} \backslash \tilde{\Gamma}}\left(A-\operatorname{Id}_{N}\right) \nabla U \cdot \frac{\nabla_{\mathbb{S}^{N-1}} Y_{k_{0}, i}(y /|y|)}{|y|} d y\right| \leq \text { const } \int_{B_{s} \backslash \tilde{\Gamma}}|y||\nabla U| \frac{\left|\nabla_{\mathbb{S}^{N-1}} Y_{k_{0}, i}(y /|y|)\right|}{|y|} d y \\
& \leq \text { const }\left(\int_{B_{s} \backslash \tilde{\Gamma}}|\nabla U|^{2} d y\right)^{\frac{1}{2}}\left(\int_{B_{s} \backslash \tilde{\Gamma}}\left|\nabla_{\mathbb{S}^{N-1}} Y_{k_{0}, i}(y /|y|)\right|^{2} d y\right)^{\frac{1}{2}} \\
& \leq \text { const } s^{\frac{N-2}{2}} s^{\frac{N}{2}} \sqrt{H(s)}\left(\int_{B_{1} \backslash \tilde{\Gamma}}\left|\nabla W^{s}(y)\right|^{2} d y\right)^{\frac{1}{2}} \leq \operatorname{const} s^{N-1} \sqrt{H(s)} .
\end{aligned}
$$

From Hölder's inequality, (2.30), (2.17), and Proposition 2.4.4 it follows that

$$
\begin{aligned}
& \left|\int_{B_{s}} \tilde{f}(y) U(y) Y_{k_{0}, i}(y /|y|) d y\right| \leq\left(\int_{B_{s}}|\tilde{f}(y)| U^{2}(y) d y\right)^{\frac{1}{2}}\left(\int_{B_{s}}|\tilde{f}(y)| Y_{k_{0}, i}^{2}(y /|y|) d y\right)^{\frac{1}{2}} \\
& \leq \operatorname{const} s^{\frac{4 \epsilon}{N+2 \epsilon}}\left(\int_{B_{s} \backslash \tilde{\Gamma}}|\nabla U|^{2} d y+s^{N-2} H(s)\right)^{\frac{1}{2}}\left(\int_{B_{s} \backslash \tilde{\Gamma}} \left\lvert\, \nabla Y_{k_{0}, i}\left(y /|y|| |^{2} d y+s^{N-2}\right)^{\frac{1}{2}}\right.\right. \\
& \leq \operatorname{const} s^{(N-2)+\frac{4}{N+2 \epsilon}} \sqrt{H(s)} .
\end{aligned}
$$

Furthermore, in view of (2.15), for a.e. $s \in\left(0, r_{0}\right)$ we have that

$$
\left|\int_{\partial B_{s}}\left(A-\operatorname{Id}_{N}\right) \nabla U \cdot \frac{y}{|y|} Y_{k_{0}, i}(y /|y|) d S\right| \leq \text { const } s \int_{\partial B_{s}}|\nabla U|\left|Y_{k_{0}, i}(y /|y|)\right| d S
$$

and an integration by parts and Hölder's inequality yield, for any $r \in\left(0, r_{0}\right]$,

$$
\begin{aligned}
& \int_{0}^{r} s^{-N+2-\frac{k_{0}}{2}}\left(\int_{\partial B_{s}}\left|\nabla U \| Y_{k_{0}, i}(y /|y|)\right| d S\right) d s=r^{-N+2-\frac{k_{0}}{2}} \int_{B_{r} \backslash \tilde{\Gamma}}|\nabla U|\left|Y_{k_{0}, i}(y /|y|)\right| \\
& +\left(N-2+\frac{k_{0}}{2}\right) \int_{0}^{r} s^{-N+1-\frac{k_{0}}{2}}\left(\int_{B_{s} \backslash \tilde{\Gamma}}|\nabla U|\left|Y_{k_{0}, i}(y /|y|)\right| d S\right) d s \\
& \leq \operatorname{const}\left(r^{1-\frac{k_{0}}{2}} \sqrt{H(r)}+\int_{0}^{r} s^{-\frac{k_{0}}{2}} \sqrt{H(s)} d s\right)
\end{aligned}
$$

reasoning as above. In conclusion, combining the above estimates with (2.95) and (2.83), we obtain that, for any $r \in\left(0, r_{0}\right]$,

$$
\begin{align*}
\int_{0}^{r} s^{-N+1-\frac{k_{0}}{2}}\left|\Upsilon_{k_{0}, i}(s)\right| d s & \leq \operatorname{const}\left(r^{1-\frac{k_{0}}{2}} \sqrt{H(r)}+\int_{0}^{r} s^{-\frac{k_{0}}{2}-1+\frac{4 \epsilon}{N+2 \epsilon}} \sqrt{H(s)} d s\right)  \tag{2.119}\\
& \leq \operatorname{const}\left(r+\int_{0}^{r} s^{\frac{2 \epsilon-N}{N+2 \epsilon}} d s\right) \leq \operatorname{const} r^{\frac{4 \epsilon}{N+2 \epsilon}}
\end{align*}
$$

which in particular implies (2.118). By (2.118), it follows that, for every $r \in\left(0, r_{0}\right]$,

$$
\begin{align*}
& \lambda^{\frac{k_{0}}{2}}\left(r^{-\frac{k_{0}}{2}} \varphi_{k_{0}, i}(r)+\frac{2 N+k_{0}-4}{2\left(N+k_{0}-2\right)} \int_{\lambda}^{r} s^{-N+1-\frac{k_{0}}{2}} \Upsilon_{k_{0}, i}(s) d s-\frac{k_{0} c_{k_{0}, i}(r) r^{-N+2-k_{0}}}{2\left(N+k_{0}-2\right)}\right) \\
& =O\left(\lambda^{\frac{k_{0}}{2}}\right)=o\left(\lambda^{-N+2-\frac{k_{0}}{2}}\right) \quad \text { as } \lambda \rightarrow 0^{+} \tag{2.120}
\end{align*}
$$

and $s \rightarrow s^{\frac{k_{0}}{2}-1} \Upsilon_{k_{0}, i}(s)$ belongs to $L^{1}\left(0, r_{0}\right)$.
Next we show that for every $r \in\left(0, r_{0}\right)$

$$
\begin{equation*}
c_{k_{0}, i}(r)+\int_{0}^{r} t^{\frac{k_{0}}{2}-1} \Upsilon_{k_{0}, i}(t) d t=0 . \tag{2.121}
\end{equation*}
$$

We argue by contradiction assuming that there exists $r \in\left(0, r_{0}\right)$ such that (2.121) does not hold. Then by (2.117) and (2.120)

$$
\begin{equation*}
\varphi_{k_{0}, i}(\lambda) \sim \frac{k_{0} \lambda^{-N+2-\frac{k_{0}}{2}}}{2\left(N+k_{0}-2\right)}\left(c_{k_{0}, i}(r)+\int_{\lambda}^{r} t^{\frac{k_{0}}{2}-1} \Upsilon_{k_{0}, i}(t) d t\right) \quad \text { as } \lambda \rightarrow 0^{+} . \tag{2.122}
\end{equation*}
$$

From Hölder's inequality, a change of variables, and (2.28)

$$
\int_{0}^{r_{0}} \lambda^{N-3}\left|\varphi_{k_{0}, i}(\lambda)\right|^{2} d \lambda \leq \int_{0}^{r_{0}} \lambda^{N-3}\left(\int_{\mathbb{S}^{N-1}}|U(\lambda \theta)|^{2} d S\right) d \lambda=\int_{B_{r_{0}}} \frac{|U|^{2}}{|y|^{2}} d y<+\infty
$$

thus contradicting (2.122). Hence (2.121) is proved.
Furthermore from (2.119) and (2.121)

$$
\begin{align*}
\left\lvert\, \lambda^{-N+2-\frac{k_{0}}{2}}\left(c_{k_{0}, i}(r)\right.\right. & \left.+\int_{\lambda}^{r} t^{\frac{k_{0}}{2}-1} \Upsilon_{k_{0}, i}(t) d t\right) \left.\left|=\lambda^{-N+2-\frac{k_{0}}{2}}\right| \int_{0}^{\lambda} t^{\frac{k_{0}}{2}-1} \Upsilon_{k_{0}, i}(t) d t \right\rvert\,  \tag{2.123}\\
& \leq \lambda^{-N+2-\frac{k_{0}}{2}} \int_{0}^{\lambda} t^{N-2+k_{0}}\left|t^{-N+1-\frac{k_{0}}{2}} \Upsilon_{k_{0}, i}(t)\right| d t \\
& \leq \lambda^{\frac{k_{0}}{2}} \int_{0}^{\lambda}\left|t^{-N+1-\frac{k_{0}}{2}} \Upsilon_{k_{0}, i}(t)\right| d t=O\left(\lambda^{\frac{4 \epsilon}{N+2 \epsilon}+\frac{k_{0}}{2}}\right) \quad \text { as } \lambda \rightarrow 0^{+} .
\end{align*}
$$

Then the conclusion follows form (2.117), (2.121), and (2.123).
Proposition 2.5.2. Let $\gamma$ be as in (2.82). Then

$$
\lim _{r \rightarrow 0^{+}} r^{-2 \gamma} H(r)>0 .
$$

Proof. For any $\lambda \in\left(0, r_{0}\right)$ the function $U(\lambda \cdot)$ belongs to $L^{2}\left(\mathbb{S}^{N-1}\right)$. Then we can expand it in Fourier series respect to the basis $\left\{Y_{k, i}\right\}_{k \in \mathbb{N}, i=1, \ldots, N_{k}}$ introduced in Proposition 2.4.2:

$$
U(\lambda \cdot)=\sum_{k=0}^{\infty} \sum_{i=1}^{N_{k}} \varphi_{k, i}(\lambda) Y_{k, i} \quad \text { in } L^{2}\left(\mathbb{S}^{N-1}\right),
$$

where we have defined $\varphi_{k, i}(\lambda)$ in (2.113) for any $k \in \mathbb{N}$ and any $i=1, \ldots, N_{k}$. From (2.18), a change of variables and the Parseval identity

$$
\begin{equation*}
H(\lambda)=(1+O(\lambda)) \int_{\mathbb{S}^{N-1}} U^{2}(\lambda \theta) d S=(1+O(\lambda)) \sum_{k=0}^{\infty} \sum_{i=1}^{N_{k}}\left|\varphi_{k, i}(\lambda)\right|^{2} . \tag{2.124}
\end{equation*}
$$

We argue by contradiction assuming that $\lim _{r \rightarrow 0^{+}} r^{2 \gamma} H(r)=0$. Then by (2.124), letting $k_{0}$ be as in (2.95),

$$
\lim _{\lambda \rightarrow 0^{+}} \lambda^{-\frac{k_{0}}{2}} \varphi_{k_{0}, i}(\lambda)=0 \quad \text { for any } i=1, \ldots, N_{k_{0}} .
$$

From (2.115) it follows that

$$
\begin{align*}
r^{-\frac{k_{0}}{2}} \varphi_{k_{0}, i}(r) & +\frac{2 N+k_{0}-4}{2\left(N+k_{0}-2\right)} \int_{0}^{r} s^{-N+1-\frac{k_{0}}{2}} \Upsilon_{k_{0}, i}(s) d s \\
& +\frac{k_{0} r^{-N+2-k_{0}}}{2\left(N+k_{0}-2\right)} \int_{0}^{r} s^{\frac{k_{0}}{2}-1} \Upsilon_{k_{0}, i}(s) d s=0 \tag{2.125}
\end{align*}
$$

for any $r \in\left(0, r_{0}\right)$ and any $i=1, \ldots, N_{k_{0}}$.
In view of (2.87), (2.113), (2.119), and (2.123), (2.125) implies that

$$
\begin{equation*}
\sqrt{H(\lambda)} \int_{\mathbb{S}^{N-1}} W^{\lambda} Y_{k_{0}, i} d S=\varphi_{k_{0}, i}(\lambda)=O\left(\lambda^{\frac{4 \epsilon}{N+2 \epsilon}+\frac{k_{0}}{2}}\right) \quad \text { as } \lambda \rightarrow 0^{+} \tag{2.126}
\end{equation*}
$$

for all $i=1, \ldots, N_{k_{0}}$. From (2.84) with $\sigma=\frac{4 \epsilon}{N+2 \epsilon}$ we have that $\sqrt{H(\lambda)} \geq \sqrt{\alpha_{\frac{4 \epsilon}{N+2 \epsilon}}} \lambda^{\frac{k_{0}}{2}+\frac{2 \epsilon}{N+2 \epsilon}}$ in a neighbourhood of 0 , so that (2.126) implies that

$$
\int_{\mathbb{S}^{N-1}} W^{\lambda} Y_{k_{0}, i} d S=O\left(\lambda^{\frac{2 \epsilon}{N+2 \epsilon}}\right)=o(1) \quad \text { as } \lambda \rightarrow 0^{+}
$$

for all $i=1, \ldots, N_{k_{0}}$.
On the other hand, by Proposition 2.4.8 and continuity of the trace map $\gamma_{1}$ (see Proposition 2.2.4), for every sequence $\lambda_{n} \rightarrow 0^{+}$, there exist a subsequence $\left\{\lambda_{n_{k}}\right\}$ and $\Psi \in \operatorname{span}\left\{Y_{k_{0}, i}\right.$ : $\left.m=i, \ldots, N_{k_{0}}\right\}$ such that

$$
\|\Psi\|_{L^{2}\left(\mathbb{S}^{N-1}\right)}=1 \quad \text { and } \quad W^{\lambda_{n}} \rightarrow \Psi \quad \text { in } L^{2}\left(\mathbb{S}^{N-1}\right) .
$$

From (2.5) and (2.5) it follows that

$$
0=\lim _{k \rightarrow \infty} \int_{\mathbb{S}^{N-1}} W^{\lambda_{n_{k}}} \Psi d S=\|\Psi\|_{L^{2}\left(\mathbb{S}^{N-1}\right)}^{2}=1,
$$

thus reaching a contradiction.
We are now ready to prove he following result, which is a more complete version of Theorem 2.1.3.

Theorem 2.5.3. Let $N \geq 3$ and let $u \in H^{1}\left(B_{R} \backslash \Gamma\right)$ be a non-trivial weak solution to (2.1), with $\Gamma$ defined in (2.2)-(2.3) and $f$ satisfying either assumption (2.6) or assumption (2.7). Then there exists $k_{0} \in \mathbb{N}$ such that, letting $\mathcal{N}$ be as in Section 2.3,

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} \mathcal{N}(r)=\frac{k_{0}}{2} . \tag{2.127}
\end{equation*}
$$

Moreover if $N_{k_{0}}$ is the multiplicity of the eigenvalue $\mu_{k_{0}}$ of problem (2.8) and $\left\{Y_{k_{0}, i}\right\}_{i=1, \ldots, N_{k_{0}}}$ is a $L^{2}\left(\mathbb{S}^{N-1}\right)$-orthonormal basis of the eigenspace associated to $\mu_{k_{0}}$, then

$$
\begin{equation*}
\lambda^{-\frac{k_{0}}{2}} u(\lambda \cdot) \rightarrow \Phi \quad \text { and } \quad \lambda^{1-\frac{k_{0}}{2}}\left(\nabla_{B_{R} \backslash \Gamma} u\right)(\lambda \cdot) \rightarrow \nabla_{\mathbb{R}^{N} \backslash \tilde{\Gamma}} \Phi \quad \text { in } L^{2}\left(B_{1}\right) \quad \text { as } \lambda \rightarrow 0^{+} \tag{2.128}
\end{equation*}
$$

where

$$
\Phi=\sum_{i=1}^{N_{k_{0}}} \alpha_{i} Y_{k_{0}, i}\left(\frac{y}{|y|}\right)
$$

$$
\begin{align*}
& \left(\alpha_{1}, \ldots, \alpha_{N_{k_{0}}}\right) \neq(0, \ldots, 0) \text { and, for all } i \in\left\{1,2, \ldots, N_{k_{0}}\right\}, \\
& \alpha_{i}=r^{-k_{0} / 2} \int_{\mathbb{S}^{N-1}} u(F(r \theta)) Y_{k_{0}, i}(\theta) d S \\
& \quad+\frac{1}{2-N-k_{0}} \int_{0}^{r}\left(\frac{2-N-\frac{k_{0}}{2}}{s^{N+\frac{k_{0}}{2}-1}}-\frac{k_{0} s^{\frac{k_{0}}{2}-1}}{2 r^{N-2+k_{0}}}\right) \Upsilon_{k_{0}, i}(s) d s \tag{2.129}
\end{align*}
$$

for any $r \in\left(0, r_{0}\right)$ for some $r_{0}>0$, where we have defined $\Upsilon_{k_{0}, i}$ in (2.114) and $F$ is the diffeomorphism introduced in Proposition 2.2.1.

Proof. (2.127) directly comes from (2.95). Let $U=u \circ F$ and $\left\{\lambda_{n}\right\}_{n \in \mathbb{N}}$ be a sequence such that $\lim _{n \rightarrow \infty} \lambda_{n}=0^{+}$. By Proposition 2.4.8 and Proposition 2.5.2 there exist a subsequence $\left\{\lambda_{n_{k}}\right\}_{k \in \mathbb{N}}$ and constants $\alpha_{1}, \ldots, \alpha_{N_{k_{0}}}$ such that $\left(\alpha_{1}, \ldots, \alpha_{N_{k_{0}}}\right) \neq(0, \ldots, 0)$ and

$$
\lambda_{n_{k}}^{-\frac{k_{0}}{2}} U\left(\lambda_{n_{k}} y\right) \rightarrow|y|^{\frac{k_{0}}{2}} \sum_{i=1}^{N_{k_{0}}} \alpha_{i} Y_{k_{0}, i}\left(\frac{y}{|y|}\right) \quad \text { in } H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right) \quad \text { as } k \rightarrow \infty .
$$

Now we show that the coefficients $\alpha_{1}, \ldots, \alpha_{N_{k_{0}}}$ do not depend on $\left\{\lambda_{n}\right\}_{n \in \mathbb{N}}$ nor on its subsequence $\left\{\lambda_{n_{k}}\right\}_{k \in \mathbb{N}}$. Thanks to the continuity of the trace operator $\gamma_{1}$ introduced in Proposition 2.2.4

$$
\lambda_{n_{k}}^{-\frac{k_{0}}{2}} U\left(\lambda_{n_{k}} \cdot\right) \rightarrow \sum_{i=1}^{N_{k_{0}}} \alpha_{i} Y_{k_{0}, i} \quad \text { in } L^{2}\left(\mathbb{S}^{N-1}\right) \quad \text { as } k \rightarrow \infty
$$

and therefore, letting $\varphi_{k_{0}, i}$ be as in (2.113) for any $i=1, \ldots, N_{k_{0}}$,

$$
\lim _{k \rightarrow \infty} \lambda^{-\frac{k_{0}}{2}} \varphi_{k_{0}, i}\left(\lambda_{n_{k}}\right)=\lim _{k \rightarrow \infty} \int_{\mathbb{S}^{N-1}} \lambda_{n_{k}}^{-k_{0} / 2} U\left(\lambda_{n_{k}} \theta\right) Y_{k_{0}, i}(\theta) d S=\sum_{j=1}^{N_{k_{0}}} \alpha_{j} \int_{\mathbb{S}^{N-1}} Y_{k_{0}, j} Y_{k_{0}, i} d S=\alpha_{i} .
$$

On the other hand by (2.115)

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \lambda^{-\frac{k_{0}}{2}} \varphi_{k_{0}, i}\left(\lambda_{n_{k}}\right)=r^{-\frac{k_{0}}{2}} \varphi_{k_{0}, i}(r)+\frac{2 N+k_{0}-4}{2\left(N+k_{0}-2\right)} \int_{0}^{r} s^{-N+1-\frac{k_{0}}{2}} \Upsilon_{k_{0}, i}(s) d s \\
&+\frac{k_{0} r^{-N+2-k_{0}}}{2\left(N+k_{0}-2\right)} \int_{0}^{r} s^{\frac{k_{0}-1}{2}-1} \Upsilon_{k_{0}, i}(s) d s,
\end{aligned}
$$

for all $i=1, \ldots, N_{k_{0}}$ and $r \in\left(0, r_{0}\right]$, where we have defined $\Upsilon_{k_{0}, i}$ in (2.114). We deduce that

$$
\begin{align*}
& \alpha_{i}=r^{-\frac{k_{0}}{2}} \varphi_{k_{0}, i}(r)+\frac{2 N+k_{0}-4}{2\left(N+k_{0}-2\right)} \int_{0}^{r} s^{-N+1-\frac{k_{0}}{2}} \Upsilon_{k_{0}, i}(s) d s \\
&+\frac{k_{0} r^{-N+2-k_{0}}}{2\left(N+k_{0}-2\right)} \int_{0}^{r} s^{\frac{k_{0}}{2}-1} \Upsilon_{k_{0}, i}(s) d s \tag{2.130}
\end{align*}
$$

and so $\alpha_{i}$ does not depend on $\left\{\lambda_{n}\right\}_{n \in \mathbb{N}}$ nor on its subsequence $\left\{\lambda_{n_{k}}\right\}_{k \in \mathbb{N}}$ thus implying that

$$
\begin{equation*}
\lambda^{-\frac{k_{0}}{2}} U(\lambda y) \rightarrow|y|^{\frac{k_{0}}{2}} \sum_{i=1}^{N_{k_{0}}} \alpha_{i} Y_{k_{0}, i}\left(\frac{y}{|y|}\right) \quad \text { in } H^{1}\left(B_{1} \backslash \tilde{\Gamma}\right) \quad \text { as } \lambda \rightarrow 0^{+} . \tag{2.131}
\end{equation*}
$$

To prove (2.128) we note that

$$
\lambda^{-\frac{k_{0}}{2}} u(\lambda x)=\lambda^{-\frac{k_{0}}{2}} U\left(\lambda G_{\lambda}(x)\right), \quad \nabla\left(\lambda^{-\frac{k_{0}}{2}} u(\lambda x)\right)=\nabla\left(\lambda^{-\frac{k_{0}}{2}} U(\lambda x)\right)\left(G_{\lambda}(x)\right) J_{G_{\lambda}}(x)
$$

where $G_{\lambda}(x)=\frac{1}{\lambda} F^{-1}(\lambda x)$ and $F$ is the diffeomorphism introduced in Proposition 2.2.1. We also have by Proposition 2.2.1 that

$$
G_{\lambda}(x)=x+O(\lambda) \quad \text { and } \quad J_{G}(x)=\operatorname{Id}_{N}+O(\lambda)
$$

as $\lambda \rightarrow 0^{+}$uniformly respect to $x \in B_{1}$. Then from (2.131) we deduce (2.128) and (2.129) follows from (2.130) and (2.113).

## Chapter 3

## A regularity result for some singular or degenerate elliptic equations

### 3.1 Weighted Sobolev Spaces

In this section we recall some results about weighted Sobolev Spaces and fix some notations that we will use in Chapters $3,4,5$, and 6 .

Let $s \in(0,1), N \in \mathbb{N}, N>2 s$ and $z=(x, y) \in \mathbb{R}^{N} \times[0, \infty)$. Let

$$
\mathbb{R}_{+}^{N+1}:=\mathbb{R}^{N} \times(0, \infty)
$$

and, for any $r>0$,

$$
\begin{array}{ll}
B_{r}^{+}:=\left\{z \in \mathbb{R}_{+}^{N+1}:|z|<r\right\}, & B_{r}^{\prime}=\left\{x \in \mathbb{R}^{N}:|x|<r\right\} \\
S_{r}^{+}:=\left\{z \in \mathbb{R}_{+}^{N+1}:|z|=r\right\}, & S_{r}^{\prime}:=\left\{x \in \mathbb{R}^{N}:|x|=r\right\}
\end{array}
$$

For any $p \in[1, \infty)$ and any open set $E \subset \mathbb{R}_{+}^{N+1}$, let

$$
L^{p}\left(E, y^{1-2 s}\right):=\left\{V: E \rightarrow \mathbb{R} \text { measurable }: \int_{E} y^{1-2 s}|V|^{p} d z<+\infty\right\}
$$

For any Lipschitz open set $E \subset \mathbb{R}^{N+1}$ and $\phi \in C^{\infty}(\bar{E})$ we define

$$
\begin{equation*}
\|\phi\|_{H^{1}\left(E, y^{1-2 s}\right)}:=\left(\int_{B_{r}^{+}} y^{1-2 s}\left(\phi^{2}+|\nabla \phi|^{2}\right) d z\right)^{\frac{1}{2}} \tag{3.1}
\end{equation*}
$$

and $H^{1}\left(E, y^{1-2 s}\right)$ as the completion of $C^{\infty}(\bar{E})$ with respect to the norm defined in (3.1). Thanks to [93, Theorem 11.11, Theorem 11.2, 11.12 Remarks (iii)], for any $r>0$, the space $H^{1}\left(E, y^{1-2 s}\right)$ can be explicitly characterized as

$$
H^{1}\left(E, y^{1-2 s}\right)=\left\{w \in W_{\mathrm{loc}}^{1,1}(E): \int_{B_{r}^{+}} y^{1-2 s}\left(w^{2}+|\nabla w|^{2}\right) d z<+\infty\right\}
$$

Finally, for any $r>0$ we define the space

$$
\begin{equation*}
H_{0, S_{r}^{+}}^{1}\left(B_{r}^{+}, y^{1-2 s}\right):=\overline{\left\{\phi \in C^{\infty}\left(\overline{B_{r}^{+}}\right): \phi=0 \text { on } S_{r}^{+}\right\}}\|\cdot\|_{H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)} \tag{3.2}
\end{equation*}
$$

We observe that $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right) \subset W^{1,1}\left(B_{r}^{+}\right)$, hence, denoting as $\operatorname{Tr}$ the classical trace operator from $W^{1,1}\left(B_{r}^{+}\right)$to $L^{1}\left(B_{r}^{\prime}\right)$, we may consider its restriction to $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$; furthermore, for any $r>0$, such a restriction (still denoted as $\operatorname{Tr}$ ) turns out to be a linear, continuous trace operator

$$
\begin{equation*}
\operatorname{Tr}: H^{1}\left(B_{r}^{+}, y^{1-2 s}\right) \rightarrow H^{s}\left(B_{r}^{\prime}\right) \tag{3.3}
\end{equation*}
$$

which is onto, see [29, 101], [89, Proposition 2.1], and [106, Theorem 2.8], where $H^{s}\left(B_{r}^{\prime}\right)$ denotes the usual fractional Sobolev space.

Furthermore, denoting as $\operatorname{Tr}_{1}$ the classical trace operator from $W^{1,1}\left(B_{r}^{+}\right)$to $L^{1}\left(S_{r}^{+}\right)$, we can consider its restriction to $H^{1}\left(B_{r}^{+}, t^{1-2 s}\right)$, still denoted as $\operatorname{Tr}_{1}$; from [111, Theorem 19.7] and the Divergence Theorem one can easily deduce the following proposition.

Proposition 3.1.1. For any $r>0$ there exists a linear, continuous, compact trace operator

$$
\begin{equation*}
\operatorname{Tr}_{1}: H^{1}\left(B_{r}^{+}, y^{1-2 s}\right) \rightarrow L^{2}\left(S_{r}^{+}, y^{1-2 s}\right) \tag{3.4}
\end{equation*}
$$

For the sake of simplicity we will always denote $\operatorname{Tr}_{1}(w)$ with $w$ for any $w \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$.
Proposition 3.1.2. [60, Lemma 2.6] There exists a constant $\mathcal{S}_{N, s}>0$ such that, for any $r>0$ and $w \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$,

$$
\begin{equation*}
\left(\int_{B_{r}^{\prime}}|w|^{2_{s}^{*}} d x\right)^{\frac{2}{2_{s}^{*}}} \leq \mathcal{S}_{N, s}\left(\int_{B_{r}^{+}} y^{1-2 s}|\nabla w|^{2} d z+\frac{N-2 s}{2 r} \int_{S_{r}^{+}} y^{1-2 s} w^{2} d S\right) \tag{3.5}
\end{equation*}
$$

where $2_{s}^{*}=\frac{2 N}{N-2 s}$.
We recall the following Hardy-type inequality with boundary terms from [60, Lemma 2.4].
Proposition 3.1.3. For any $r>0$ and any $w \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$

$$
\begin{align*}
& \left(\frac{N-2 s}{2}\right)^{2} \int_{B_{r}^{+}} y^{1-2 s} \frac{|w(z)|^{2}}{|z|^{2}} d z \\
& \quad \leq \int_{B_{r}^{+}} y^{1-2 s}\left(\nabla w \cdot \frac{z}{|z|}\right)^{2} d z+\left(\frac{N-2 s}{2 r}\right) \int_{S_{r}^{+}} y^{1-2 s} w^{2} d S \tag{3.6}
\end{align*}
$$

The following Poincaré-type inequality directly follows from (3.6): for all $r>0$ and $w \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$

$$
\begin{equation*}
\int_{B_{r}^{+}} y^{1-2 s} w^{2} d z \leq \frac{4 r}{(N-2 s)^{2}}\left(r \int_{B_{r}^{+}} y^{1-2 s}|\nabla w|^{2} d z+\frac{N-2 s}{2} \int_{S_{r}^{+}} y^{1-2 s} w^{2} d S\right) \tag{3.7}
\end{equation*}
$$

Remark 3.1.4. As a consequence of (3.7) and by continuity of the trace operator (3.4), for every $r>0$

$$
\left(\int_{S_{r}^{+}} y^{1-2 s} w^{2} d S+\int_{B_{r}^{+}} y^{1-2 s}|\nabla w|^{2} d z\right)^{1 / 2}
$$

is an equivalent norm on $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$.

For any $i=1, \ldots, N+1$, let $e_{i}=\left(\delta_{i, j}\right)_{j=1, \ldots, N+1} \in \mathbb{R}^{N+1}$ be the vector with $i$-th component equal to 1 and all the remaining components equal to 0 .

It is well known that, if $w \in W^{1, p}(\Omega)$ with $\Omega \subset \mathbb{R}^{N+1}$ open and $p \in[1, \infty)$, then, for any $i=1, \ldots, N+1$ and $k \in \mathbb{R}$,

$$
\int_{\Omega_{k, i}} \frac{\left|u\left(x+k e_{i}\right)-u(x)\right|^{p}}{|k|^{p}} \leq \int_{\Omega}\left|\frac{\partial u}{\partial x_{i}}\right|^{p} d x<+\infty,
$$

where $\Omega_{k, i}:=\left\{x \in \Omega: x+\tau k e_{i} \in \Omega\right.$ for any $\left.\tau \in[0,1]\right\}$, see e.g. [98, Theorem 10.55]. We prove below an analogous result for the weighted space $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$.
Lemma 3.1.5. For any $r>0, w \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right), i=1, \ldots, N$, and $k \in \mathbb{R}$

$$
\begin{equation*}
\int_{B_{r, k, i}^{+}} y^{1-2 s} \frac{\left|w\left(z+k e_{i}\right)-w(z)\right|^{2}}{|k|^{2}} d z \leq \int_{B_{r}^{+}} y^{1-2 s}\left|\frac{\partial w}{\partial x_{i}}\right|^{2} d z, \tag{3.8}
\end{equation*}
$$

where $B_{r, k, i}^{+}:=\left\{z \in B_{r}^{+}: z+\tau k e_{i} \in B_{r}^{+}\right.$for any $\left.\tau \in[0,1]\right\}$.
Proof. For a.e. $z \in B_{r, k, i}^{+}$, by the absolute continuity of Sobolev functions on lines,

$$
\left|w\left(z+k e_{i}\right)-w(z)\right|=\left|\int_{0}^{1} \frac{d}{d \tau} w\left(z+\tau k e_{i}\right) d \tau\right| \leq \int_{0}^{1}\left|\frac{\partial w}{\partial x_{i}}\left(z+\tau k e_{i}\right)\right||k| d \tau .
$$

Multiplying by $y^{1-2 s}$ and integrating on $B_{r, k}^{+}$we obtain, by Cauchy-Schwarz's inequality and Fubini-Tonelli's Theorem,

$$
\begin{aligned}
& \int_{B_{r, k, i}^{+}} y^{1-2 s} \frac{\left|w\left(z+k e_{i}\right)-w(z)\right|^{2}}{|k|^{2}} d z \\
& \quad \leq \int_{B_{r, k, i}^{+}} y^{1-2 s}\left(\int_{0}^{1}\left|\frac{\partial w}{\partial x_{i}}\left(z+\tau k e_{i}\right)\right|^{2} d \tau\right) d z \leq \int_{B_{r}^{+}} y^{1-2 s}\left|\frac{\partial w}{\partial x_{i}}\right|^{2} d z
\end{aligned}
$$

which proves (3.8).
We refer to [60] for the following result, which can be deduced from [111, Theorem 19.7].
Lemma 3.1.6. Let Tr be the trace operator introduced in (3.3). Then
(i) For any $r>0, f \in C^{0,1}\left(\overline{B_{r}^{+}}\right)$and $w \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$,

$$
\begin{equation*}
\operatorname{Tr}(f w)=f(\cdot, 0) \operatorname{Tr}(w) \tag{3.9}
\end{equation*}
$$

(ii) For any $r>0, u \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ and $v \in H^{1}\left(B_{r}^{+}, y^{2 s-1}\right)$, we have that $u v \in W^{1,1}\left(B_{r}^{+}\right)$ and

$$
\begin{equation*}
\operatorname{Tr}(u v)=\operatorname{Tr}(u) \operatorname{Tr}(v) . \tag{3.10}
\end{equation*}
$$

Proof. Let us first prove (i). If $w \in C^{\infty}\left(\overline{B_{r}^{+}}\right)$then (3.9) is trivial; if $w$ belongs to $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ there exists $\left\{\phi_{n}\right\}_{n \in \mathbb{N}} \subset C^{\infty}\left(\overline{B_{r}^{+}}\right)$such that $\phi_{n} \rightarrow w$ in $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ as $n \rightarrow \infty$. Furthermore, for any $f \in C^{0,1}\left(\overline{B_{r}^{+}}\right)$, it is easy to see that $\phi_{n} f \rightarrow w f$ in $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ as $n \rightarrow \infty$. Then (3.9) follows from the continuity of the operator Tr .

We now prove (ii). If $u \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ and $v \in H^{1}\left(B_{r}^{+}, y^{2 s-1}\right)$, the fact that $u v \in$ $W^{1,1}\left(B_{r}^{+}\right)$follows easily from Hölder's inequality. Moreover there exist $\left\{u_{n}\right\}_{n \in \mathbb{N}} \subset C^{\infty}\left(\overline{B_{r}^{+}}\right)$ such that $u_{n} \rightarrow u$ in $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ and a sequence $\left\{v_{n}\right\}_{n \in \mathbb{N}} \subset C^{\infty}\left(\overline{B_{r}^{+}}\right)$such that $v_{n} \rightarrow v$ in $H^{1}\left(B_{r}^{+}, y^{2 s-1}\right)$. One can easily verify that $u_{n} v_{n} \rightarrow u v$ in $W^{1,1}\left(B_{r}^{+}\right)$, so that $\operatorname{Tr}\left(u_{n} v_{n}\right) \rightarrow$ $\operatorname{Tr}(u v)$ in $L^{1}\left(B_{r}^{\prime}\right)$. On the other hand, since by continuity of the operator (3.3) $\operatorname{Tr}\left(u_{n}\right) \rightarrow \operatorname{Tr}(u)$ and $\operatorname{Tr}\left(v_{n}\right) \rightarrow \operatorname{Tr}(v)$ in $L^{2}\left(B_{r}^{\prime}\right)$, we have also that $\operatorname{Tr}\left(u_{n} v_{n}\right)=\operatorname{Tr}\left(u_{n}\right) \operatorname{Tr}\left(v_{n}\right) \rightarrow \operatorname{Tr}(u) \operatorname{Tr}(v)$ in $L^{1}\left(B_{r}^{\prime}\right)$, so that necessarily $\operatorname{Tr}(u v)=\operatorname{Tr}(u) \operatorname{Tr}(v)$.

For any $r>0$, let

$$
H^{1+s}\left(B_{r}^{\prime}\right):=\left\{w \in H^{1}\left(B_{r}^{\prime}\right): \frac{\partial w}{\partial x_{i}} \in H^{s}\left(B_{r}^{\prime}\right) \text { for any } i=1, \ldots, N\right\}
$$

see [48] for details on this class of fractional Sobolev spaces. We also consider the space

$$
H_{x}^{2}\left(B_{r}^{+}, y^{1-2 s}\right):=\left\{w \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right): \frac{\partial w}{\partial x_{i}} \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right) \text { for any } i=1, \ldots, N\right\}
$$

Proposition 3.1.7. Let $\operatorname{Tr}$ be the trace operator introduced in (3.3). For any $r>0$

$$
\begin{equation*}
\operatorname{Tr}\left(H_{x}^{2}\left(B_{r}^{+}, y^{1-2 s}\right)\right) \subseteq H^{1+s}\left(B_{r}^{\prime}\right) \tag{3.11}
\end{equation*}
$$

Furthermore, for any $w \in H_{x}^{2}\left(B_{r}^{+}, y^{1-2 s}\right)$,

$$
\begin{equation*}
\operatorname{Tr}\left(\nabla_{x} w\right)=\nabla \operatorname{Tr}(w) \tag{3.12}
\end{equation*}
$$

where $\nabla_{x}=\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{N}}\right)$ denotes the gradient with respect to the first $N$ variables.
Proof. Let $w \in H_{x}^{2}\left(B_{r}^{+}, y_{\tilde{\alpha}}^{1-2 s}\right)$. Let us fix $\phi \in C_{c}^{\infty}\left(B_{r}^{\prime}\right)$; then there exists a function $\tilde{\phi} \in$ $C_{c}^{\infty}\left(B_{r}^{+} \cup B_{r}^{\prime}\right)$ such that $\tilde{\phi}(x, 0)=\phi(x)$ for all $x \in B_{r}^{\prime}$. Let $\eta \in C_{c}^{\infty}\left(B_{r}\right)$ be a smooth cut-off function such that $\eta \equiv 1$ on $\operatorname{supp} \tilde{\phi}$. Then, denoting as $\hat{w}$ the even reflection of $w$ through the hyperplane $t=0, \tilde{w}=\eta \hat{w} \in H^{1}\left(\mathbb{R}^{N+1},|t|^{1-2 s}\right)$ and $\frac{\partial \tilde{w}}{\partial x_{i}} \in H^{1}\left(\mathbb{R}^{N+1},|t|^{1-2 s}\right)$ for all $i \in\{1, \ldots, N\}$. Then, letting $\left\{\rho_{n}\right\}$ be a sequence of mollifiers and $w_{n}=\rho_{n} * \tilde{w}$, from [91, Lemma 1.5] it follows that $w_{n} \in C^{\infty}\left(\mathbb{R}^{N+1}\right)$ and, for all $i \in\{1, \ldots, N\}$,

$$
w_{n} \rightarrow \tilde{w} \quad \text { and } \quad \frac{\partial w_{n}}{\partial x_{i}}=\rho_{n} * \frac{\partial \tilde{w}}{\partial x_{i}} \rightarrow \frac{\partial \tilde{w}}{\partial x_{i}} \quad \text { in } H^{1}\left(\mathbb{R}^{N+1},|t|^{1-2 s}\right)
$$

Then, for any $i=1, \ldots, N$,

$$
\begin{aligned}
& \int_{B_{r}^{\prime}} \operatorname{Tr}(w) \frac{\partial \phi}{\partial x_{i}} d x=\int_{B_{r}^{\prime}} \operatorname{Tr}(\tilde{w}) \frac{\partial \phi}{\partial x_{i}} d x=\lim _{n \rightarrow \infty} \int_{B_{r}^{\prime}} w_{n}(x, 0) \frac{\partial \phi}{\partial x_{i}}(x, 0) d x \\
& \quad=-\lim _{n \rightarrow \infty} \int_{B_{r}^{\prime}} \frac{\partial w_{n}}{\partial x_{i}}(x, 0) \phi(x, 0) d x=-\int_{B_{r}^{\prime}} \operatorname{Tr}\left(\frac{\partial \tilde{w}}{\partial x_{i}}\right) \phi d x=-\int_{B_{r}^{\prime}} \operatorname{Tr}\left(\frac{\partial w}{\partial x_{i}}\right) \phi d x
\end{aligned}
$$

so that the distributional derivative in $B_{r}^{\prime}$ of $\operatorname{Tr}(w)$ with respect to $x_{i}$ is $\operatorname{Tr}\left(\frac{\partial w}{\partial y_{i}}\right)$ which belongs to $H^{s}\left(B_{r}^{\prime}\right)$. Therefore we have proved (3.12), which directly implies (3.11) in view of (3.3).

### 3.2 A regularity result and a Pohozaev-type identity

Let $R>0$ and let $\nu$ be the outer normal unit vector to $B_{R}^{+}$on $B_{R}^{\prime}$, that is $\nu(x)=(0, \ldots, 0,-1)$ for any $x \in B_{R}^{\prime}$. We are interested in proving Sobolev-type regularity results for a weak solution $U \in H^{1}\left(B_{R}^{+}, y^{1-2 s}\right)$ of the problem

$$
\begin{cases}-\operatorname{div}\left(y^{1-2 s} A \nabla U\right)+y^{1-2 s} c=0, & \text { on } B_{R}^{+},  \tag{3.13}\\ \lim _{y \rightarrow 0^{+}} y^{1-2 s} A \nabla U \cdot \nu=h \operatorname{Tr}(U)+g, & \text { on } B_{R}^{\prime},\end{cases}
$$

under suitable regularity hypotheses on the matrix-valued function $A$ and the functions $c, h, g$. More precisely we make the following assumptions:

$$
\begin{align*}
& A(z)=\left(\begin{array}{c|c}
B(z) & 0 \\
\hline 0 & \alpha(z)
\end{array}\right) \text { for any } z \in \overline{B_{R}^{+}},  \tag{3.14}\\
& B \in W^{1, \infty}\left(B_{R}^{+}, \mathbb{R}^{N \times N}\right) \text { is symmetric, } \alpha \in W^{1, \infty}\left(B_{R}^{+}, \mathbb{R}\right),  \tag{3.15}\\
& \text { there exist } \lambda_{1}, \lambda_{2}>0 \text { s.t. } \lambda_{1}|y|^{2} \leq A(z) y \cdot y \leq \lambda_{2}|y|^{2}  \tag{3.16}\\
& \text { for all } z \in \overline{B_{R}^{+}} \text {and } y \in \mathbb{R}^{N+1}, \\
& g \in W^{1, \frac{2 N}{N+2 s}}\left(B_{R}^{\prime}\right), \quad h \in W^{1, \frac{N}{2 s}}\left(B_{R}^{\prime}\right),  \tag{3.17}\\
& c \in L^{2}\left(B_{R}^{+}, y^{1-2 s}\right) . \tag{3.18}
\end{align*}
$$

Under this conditions, a weak solution of (3.13) is a function $U \in H^{1}\left(B_{R}^{+}, y^{1-2 s}\right)$ such that

$$
\begin{equation*}
\int_{B_{R}^{+}} y^{1-2 s} A \nabla U \cdot \nabla \phi d z+\int_{B_{R}^{+}} y^{1-2 s} c \phi d z=\int_{B_{R}^{\prime}}[g+h \operatorname{Tr}(U)] \operatorname{Tr}(\phi) d x, \tag{3.19}
\end{equation*}
$$

for any $\phi \in H_{0, S_{R}^{+}}^{1}\left(B_{R}^{+}, y^{1-2 s}\right)$ see (3.2).
The above definition is well posed since each term in (3.19) is finite, thanks to (3.5).
Our main result is the following theorem.
Theorem 3.2.1. Let $U$ be a weak solution of (3.13) in the sense of (3.19). If assumptions (3.14), (3.15), (3.16), (3.17), (3.18) are satisfied, then

$$
\begin{equation*}
\nabla_{x} U \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right) \quad \text { and } \quad y^{1-2 s} \frac{\partial U}{\partial y} \in H^{1}\left(B_{r}^{+}, y^{2 s-1}\right) \tag{3.20}
\end{equation*}
$$

for all $r \in(0, R)$. Furthermore

$$
\begin{align*}
\left\|\nabla_{x} U\right\|_{H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)}+ & \left\|y^{1-2 s} \frac{\partial U}{\partial y}\right\|_{H^{1}\left(B_{r}^{+}, y^{2 s-1}\right)} \\
& \leq C\left(\|U\|_{H^{1}\left(B_{R}^{+}, y^{1-2 s}\right)}+\|c\|_{L^{2}\left(B_{R}^{+}, y^{1-2 s}\right)}+\|g\|_{W^{1,}, \frac{2 N}{N+2 s}\left(B_{R}^{\prime}\right)}\right) \tag{3.21}
\end{align*}
$$

for a positive constant $C>0$ independent of $U$. More precisely, $C$ depends only on $N, s, r$, $R,\|h\|_{W^{1, \frac{N}{2 s}\left(B_{R}^{\prime}\right)}} \lambda_{1},\|A\|_{W^{1, \infty}\left(B_{R}^{+}, \mathbb{R}^{(N+1)^{2}}\right)}$.

As an application of Theorem 3.2.1 we prove a Pohozaev-type identity for weak solutions of (3.13). To this aim we require that the matrix-valued function $A$ satisfies, besides assumptions (3.14), (3.15), and (3.16), also the condition

$$
\begin{equation*}
A(0)=\operatorname{Id}_{N+1} \tag{3.22}
\end{equation*}
$$

where $\operatorname{Id}_{N+1}$ is the identity $(N+1) \times(N+1)$ matrix.
We first introduce some notation. Let

$$
\begin{align*}
& \mu(z):=\frac{A(z) z \cdot z}{|z|^{2}} \quad \text { and } \quad \beta(z):=\frac{A(z) z}{\mu(z)} \quad \text { for any } z \in \overline{B_{R}^{+}} \backslash\{0\},  \tag{3.23}\\
& \beta^{\prime}(x):=\beta(x, 0) \quad \text { for any } x \in \overline{B_{R}^{\prime}} \backslash\{0\} .
\end{align*}
$$

We also define $d A(z) \xi \xi$, for every $\xi=\left(\xi_{1}, \ldots, \xi_{N+1}\right) \in \mathbb{R}^{N+1}$ and $z \in \overline{B_{R}^{+}}$, as the vector of $\mathbb{R}^{N+1}$ with $i$-th component given by

$$
\begin{equation*}
(d A(z) \xi \xi)_{i}=\sum_{h, k=1}^{N+1} \frac{\partial a_{k h}}{\partial z_{i}}(z) \xi_{h} \xi_{k}, \quad i=1, \ldots, N+1 \tag{3.24}
\end{equation*}
$$

where we have defined the matrix $A=\left(a_{k h}\right)_{k, h=1, \ldots, N+1}$ in (3.14).
Remark 3.2.2. From (3.15), (3.16), and (3.22) it easily follows that

$$
\begin{align*}
& \mu \in C^{0,1}\left(\overline{B_{R}^{+}}\right), \quad \frac{1}{\mu} \in C^{0,1}\left(\overline{B_{R}^{+}}\right), \quad \beta \in C^{0,1}\left(\overline{B_{R}^{+}}, \mathbb{R}^{N+1}\right)  \tag{3.25}\\
& J_{\beta} \in L^{\infty}\left(B_{R}^{+}, \mathbb{R}^{(N+1)^{2}}\right), \quad \operatorname{div}(\beta) \in L^{\infty}\left(B_{R}^{+}\right) \\
& \beta^{\prime} \in L^{\infty}\left(B_{R}^{\prime}, \mathbb{R}^{N}\right), \quad \operatorname{div}\left(\beta^{\prime}\right) \in L^{\infty}\left(B_{R}^{\prime}\right)
\end{align*}
$$

where $J_{\beta}$ is the Jacobian matrix of $\beta$.
Proposition 3.2.3. Under assumptions (3.14), (3.15), (3.16), (3.17), (3.18), and (3.22), let $U$ be a solution of (3.19). Then for a.e. $r \in(0, R)$

$$
\begin{align*}
& \frac{r}{2} \int_{S_{r}^{+}} y^{1-2 s} A \nabla U \cdot \nabla U d S-r \int_{S_{r}^{+}} y^{1-2 s} \frac{|A \nabla U \cdot \nu|^{2}}{\mu} d S \\
&+\frac{1}{2} \int_{B_{r}^{\prime}}\left(\operatorname{div}_{x}\left(\beta^{\prime}\right) h+\beta^{\prime} \cdot \nabla h\right)|\operatorname{Tr}(U)|^{2} d x-\frac{r}{2} \int_{S_{r}^{\prime}} h|\operatorname{Tr}(U)|^{2} d S^{\prime} \\
&+\int_{B_{r}^{\prime}}\left(\operatorname{div}_{x}\left(\beta^{\prime}\right) g+\beta^{\prime} \cdot \nabla g\right) \operatorname{Tr}(U) d x-r \int_{S_{r}^{\prime}} g \operatorname{Tr}(U) d S^{\prime} \\
&= \frac{1}{2} \int_{B_{r}^{+}} y^{1-2 s} A \nabla U \cdot \nabla U \operatorname{div}(\beta) d z-\int_{B_{r}^{+}} y^{1-2 s} c(\nabla U \cdot \beta) d z \\
&-\int_{B_{r}^{+}} y^{1-2 s} J_{\beta}(A \nabla U) \cdot \nabla U d z+\frac{1}{2} \int_{B_{r}^{+}} y^{1-2 s}(d A \nabla U \nabla U) \cdot \beta d z \\
&+\frac{1-2 s}{2} \int_{B_{r}^{+}} y^{1-2 s} \frac{\alpha}{\mu} A \nabla U \cdot \nabla U d z \tag{3.26}
\end{align*}
$$

where $\nu$ is the outer normal vector to $B_{r}^{+}$on $S_{r}^{+}$, that is $\nu(z)=\frac{z}{|z|}$.
Remark 3.2.4. The two integrals in the first line of (3.26) must be understood for a.e. $r \in(0, R)$ as explained in Remark 3.4.2.

The integrals over $S_{r}^{\prime}$ in (3.26) can be instead understood in the classical trace sense. Indeed, $h \in W^{1, \frac{N}{2 s}}\left(B_{r}^{\prime}\right)$ by (3.17) and $(\operatorname{Tr}(U))^{2} \in W^{1, \frac{N}{N-2 s}}\left(B_{r}^{\prime}\right)$ thanks to (3.20) and (3.11); then $h$ has a trace on $S_{r}^{\prime}$ belonging to $L^{\frac{N}{2 s}}\left(S_{r}^{\prime}\right)$ and $(\operatorname{Tr}(U))^{2}$ has a trace on $S_{r}^{\prime}$ belonging to $L^{\frac{N}{N-2 s}}\left(S_{r}^{\prime}\right)$, so that $h(\operatorname{Tr}(U))^{2}$ has a trace on $S_{r}^{\prime}$ belonging to $L^{1}\left(S_{r}^{\prime}\right)$ for all $r \in(0, R)$. Moreover $g \in W^{1, \frac{2 N}{N+2 s}}\left(B_{r}^{\prime}\right)$ by (3.17) and $\operatorname{Tr}(U) \in W^{1, \frac{2 N}{N-2 s}}\left(B_{r}^{\prime}\right)$ thanks to (3.20) and (3.11); then, on $S_{r}^{\prime}, g$ has a trace in $L^{\frac{2 N}{N+2 s}}\left(S_{r}^{\prime}\right)$ and $\operatorname{Tr}(U)$ has a trace in $L^{\frac{2 N}{N-2 s}}\left(S_{r}^{\prime}\right)$, so that $g \operatorname{Tr}(U)$ has a trace on $S_{r}^{\prime}$ belonging to $L^{1}\left(S_{r}^{\prime}\right)$ for all $r \in(0, R)$.

### 3.3 Regularity of weak solutions: proof of Theorem 3.2.1

For any $r>0$ and $\delta \in(0, r)$, we define

$$
\begin{equation*}
B_{r, \delta}^{+}:=\left\{(x, t) \in B_{r}^{+}: y>\delta\right\}, \quad S_{r, \delta}^{+}:=\left\{(x, t) \in S_{r}^{+}: y>\delta\right\} . \tag{3.27}
\end{equation*}
$$

We are now ready to prove Theorem 3.2.1.
Proof of Theorem 3.2.1. For any $r>0$ we denote

$$
C_{r}:=B_{r}^{\prime} \times(0, r) .
$$

Let us fix $0<r_{3}<r_{2}<r_{1}<R$ with $r_{2}$ small enough so that $\bar{C}_{r_{2}} \subset B_{r_{1}}^{+} \cup B_{r_{1}}^{\prime}$. We will show that $U \in H^{2}\left(B_{r_{3}}^{+}, y^{1-2 s}\right)$, eventually choosing a smaller $r_{1}$.

We start by defining a suitable cut-off function $\eta \in C_{c}^{\infty}\left(B_{r_{2}}^{\prime} \times\left[0, r_{2}\right)\right)$. We choose a cut-off function $\rho \in C_{c}^{\infty}\left(B_{r_{2}}^{\prime}\right)$ such that $0 \leq \rho(x) \leq 1$ for any $x \in \mathbb{R}^{N}$ and $\rho(x) \equiv 1$ on $B_{r_{3}}^{\prime}$ and a function $\sigma \in C_{c}^{\infty}\left(\left[0, r_{2}\right)\right)$ such that $0 \leq \sigma(y) \leq 1$ for any $t \in \mathbb{R}$ and $\sigma(t)=1$ if $t \in\left[0, r_{3}\right]$. Then we define

$$
\begin{equation*}
\eta(z)=\eta(x, y):=\rho(x) \sigma(y) . \tag{3.28}
\end{equation*}
$$

Then $\eta \in C_{c}^{\infty}\left(B_{r_{2}}^{\prime} \times\left[0, r_{2}\right)\right)$ and $0 \leq \eta \leq 1$. For any $\phi \in H^{1}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)$ we can test (3.19) with $\eta \phi$ obtaining

$$
\begin{align*}
& \int_{B_{r_{1}}^{+}}\left[y^{1-2 s} \eta A \nabla U \cdot \nabla \phi+y^{1-2 s} A \nabla U \cdot \nabla \eta \phi\right] d z+\int_{B_{r_{1}}^{+}} y^{1-2 s} c \eta \phi d z \\
&=\int_{B_{r_{1}}^{\prime}}[h \operatorname{Tr}(U)+g] \rho \operatorname{Tr}(\phi) d x \tag{3.29}
\end{align*}
$$

thanks to (3.9) and (3.28). We would like to rewrite (3.29) as an equation for $U_{1}:=\eta U$. To this end we observe that

$$
\begin{align*}
\operatorname{div}\left(y^{1-2 s} U \phi A \nabla \eta\right)=U \phi \operatorname{div}( & \left.y^{1-2 s} A \nabla \eta\right) \\
& \quad+y^{1-2 s} \phi A \nabla \eta \cdot \nabla U+y^{1-2 s} U A \nabla \eta \cdot \nabla \phi \in L^{1}\left(B_{r_{1}}^{+}\right) . \tag{3.30}
\end{align*}
$$

Letting $B_{r_{1}, \delta}^{+}$be as in (3.27), the Divergence Theorem yields

$$
\int_{B_{r_{1}, \delta}^{+}} \operatorname{div}\left(y^{1-2 s} U \phi A \nabla \eta\right) d z=-\delta^{1-2 s} \int_{B_{r_{1}}^{\prime}} U(x, \delta) \phi(x, \delta) \alpha(x, \delta) \frac{\partial \eta}{\partial y}(x, \delta) d x,
$$

where $\alpha$ has been defined in (3.14). Since $\frac{\partial \eta}{\partial y}(x, \delta)=0$ for any $(x, \delta) \in \mathbb{R}^{N} \times\left[0, r_{3}\right]$, passing to the limit as $\delta \rightarrow 0^{+}$we conclude that

$$
\begin{equation*}
\int_{B_{r_{1}}^{+}} \operatorname{div}\left(y^{1-2 s} U \phi A \nabla \eta\right) d z=0, \tag{3.31}
\end{equation*}
$$

thanks to the Dominated Convergence Theorem and the fact that

$$
\operatorname{div}\left(y^{1-2 s} U \phi A \nabla \eta\right) \in L^{1}\left(B_{r_{1}}^{+}\right)
$$

by (3.30). Furthermore

$$
\begin{equation*}
\operatorname{div}\left(y^{1-2 s} A \nabla \eta\right)=y^{1-2 s}\left[\operatorname{div}(A \nabla \eta)+\frac{(1-2 s)}{y} \alpha \frac{\partial \eta}{\partial y}\right] \tag{3.32}
\end{equation*}
$$

and so, thanks to (3.28) and (3.18),

$$
\begin{equation*}
f:=U \operatorname{div}(A \nabla \eta)+U \frac{(1-2 s)}{y} \alpha \frac{\partial \eta}{\partial y}+2 A \nabla U \cdot \nabla \eta+\eta c \in L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right) \tag{3.33}
\end{equation*}
$$

In conclusion, combining (3.30), (3.31), and (3.32) we can rewrite (3.29) as

$$
\begin{equation*}
\int_{B_{r_{1}}^{+}} y^{1-2 s} A \nabla U_{1} \cdot \nabla \phi d z+\int_{B_{r_{1}}^{+}} y^{1-2 s} f \phi d z=\int_{B_{r_{1}}^{\prime}}\left[h \operatorname{Tr}\left(U_{1}\right)+\rho g\right] \operatorname{Tr}(\phi) d x \tag{3.34}
\end{equation*}
$$

for any $\phi \in H^{1}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)$, in view of (3.9) and (3.33).
If we show that $\nabla_{x} U_{1} \in H^{1}\left(C_{r_{2}}, y^{1-2 s}\right)$ and $y^{1-2 s} \frac{\partial U_{1}}{\partial y} \in H^{1}\left(C_{r_{2}}, y^{2 s-1}\right)$, then we obtain that $\nabla_{x} U \in H^{1}\left(B_{r_{3}}^{+}, y^{1-2 s}\right)$ and $y^{1-2 s} \frac{\partial U}{\partial y} \in H^{1}\left(B_{r_{3}}^{+}, y^{2 s-1}\right)$, since $\eta \equiv 1$ on $C_{r_{3}}$. To this end we use Nirenberg's tangential difference quotient method [107], proving that the family of the second incremental ratios is $L^{2}$-bounded; see also [81] for the difference quotient method for classical elliptic equations.

For any $i=1, \ldots, N$ and $k \in \mathbb{R} \backslash\{0\}$ and for any measurable function $w$ on $\mathbb{R}_{+}^{N+1}$, we define

$$
\left(\tau_{i, k} w\right)(x, y)=w\left(x+k e_{i}, y\right) \quad \text { and } \quad\left(\zeta_{i, k} w\right)(x, y)=\frac{\left(\tau_{i, k} w\right)(x, y)-w(x, y)}{k}
$$

If $\bar{w}=\left(w_{1}, \ldots, w_{N+1}\right)$ is a vector of measurable functions we set

$$
\tau_{i, k}(\bar{w}):=\left(\tau_{i, k} w_{1}, \ldots, \tau_{i, k} w_{N+1}\right)
$$

We can define $\tau_{i, k}$ similarly for a matrix of measurable functions.
It is easy to see that $\tau_{i, k}: L^{2}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right) \rightarrow L^{2}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)$ is a well-defined, continuous, linear operator, and the adjoint operator of $\tau_{i, k}$ with respect to the $L^{2}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)$-scalar product is $\tau_{i,-k}$.

Furthermore $\tau_{i, k}: H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right) \rightarrow H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)$ is a well-defined, continuous, linear operator and, for any $i=1, \ldots, N$ and any $w \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$,

$$
\frac{\partial \tau_{i, k}(w)}{\partial x_{i}}=\tau_{i, k}\left(\frac{\partial w}{\partial x_{i}}\right)
$$

that is, the operator commutes with tangential derivatives. With a slight abuse of notation, for any $i=1, \ldots, N$ and $k \in \mathbb{R} \backslash\{0\}$ we denote as $\tau_{i, k}$, respectively $\zeta_{i, k}$, also the operator $\tau_{i, k} v(x)=v\left(x+k e_{i}\right)$, respectively $\zeta_{i, k} v=\frac{1}{k}\left(\tau_{i, k} v-v\right)$, acting on measurable functions $v$ : $\mathbb{R}^{N} \rightarrow \mathbb{R}$ and observe that $\tau_{i, k}, \zeta_{i, k}: W^{1, p}\left(\mathbb{R}^{N}\right) \rightarrow W^{1, p}\left(\mathbb{R}^{N}\right)$ are linear and continuous for any $p \in[1, \infty)$; furthermore, the adjoint operator of $\tau_{i, k}$ is $\tau_{i,-k}$.

It is easy to see that, for all measurable functions $v, w$,

$$
\begin{equation*}
\zeta_{i, k}(v w)=\zeta_{i, k}(v) \tau_{i, k} w+v \zeta_{i, k}(w) \tag{3.35}
\end{equation*}
$$

and

$$
\frac{w\left(x+k e_{i}, y\right)-2 w(x, t)+w\left(x-k e_{i}, y\right)}{k^{2}}=\left(\zeta_{i, k} \circ \zeta_{i,-k}\right)(w)(x, y)
$$

We note that the trivial extension of $U_{1}$ to $\mathbb{R}_{+}^{N+1}$ belongs to $H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)$ since $U_{1} \equiv 0$ on $B_{r_{1}}^{+} \backslash C_{r_{2}}$; with a slight abuse of notation we will still indicate this extension with $U_{1}$.

Let $|k|<\sqrt{r_{1}^{2}-r_{2}^{2}}-r_{2}$ (we note that $\sqrt{r_{1}^{2}-r_{2}^{2}}-r_{2}>0$ since $C_{r_{2}} \subset B_{r_{1}}^{+}$). The function $\tilde{\phi}:=\left(\zeta_{i, k} \circ \zeta_{i,-k}\right)\left(U_{1}\right)$ belongs to $H_{0, S_{r_{1}}^{+}}^{1}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)$ thanks to (3.28) and so its trivial extension, still denoted as $\tilde{\phi}$, belongs to $H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)$. Moreover by (3.2) we have that, for any $i=1, \ldots, N$,

$$
\begin{equation*}
\operatorname{Tr}\left(\zeta_{i, k}\left(\zeta_{i,-k}(\tilde{\phi})\right)\right)=\zeta_{i, k}\left(\operatorname{Tr}\left(\zeta_{i,-k}(\tilde{\phi})\right)\right)=\zeta_{i, k}\left(\zeta_{i,-k}(\operatorname{Tr}(\tilde{\phi}))\right) . \tag{3.36}
\end{equation*}
$$

Therefore testing (3.34) with $\tilde{\phi}$ we obtain

$$
\begin{align*}
& \int_{B_{r_{1}}^{+}} y^{1-2 s} \zeta_{i,-k}\left(A \nabla U_{1}\right) \cdot \nabla\left(\zeta_{i,-k}\left(U_{1}\right)\right) d z+\int_{B_{r_{1}}^{+}} y^{1-2 s} f\left(\zeta_{i, k} \circ \zeta_{i,-k}\right)\left(U_{1}\right) d z \\
&=\int_{B_{r_{1}}^{\prime}} \zeta_{i,-k}(\rho g) \operatorname{Tr}\left(\zeta_{i,-k}\left(U_{1}\right)\right) d x+\int_{B_{r_{1}}^{\prime}} \zeta_{i,-k}\left(h \operatorname{Tr}\left(U_{1}\right)\right) \operatorname{Tr}\left(\zeta_{i,-k}\left(U_{1}\right)\right) d x \tag{3.37}
\end{align*}
$$

thanks to (3.36). From (3.37) it follows that, for any $i=1, \ldots, N$,

$$
\begin{align*}
& \int_{B_{r_{1}}^{+}} y^{1-2 s} A \nabla\left(\zeta_{i,-k}\left(U_{1}\right)\right) \cdot \nabla\left(\zeta_{i,-k}\left(U_{1}\right)\right) d z \\
& \leq \int_{B_{r_{1}}^{+}} y^{1-2 s}\left|\zeta_{i,-k}(A) \nabla\left(\tau_{i,-k}\left(U_{1}\right)\right) \cdot \nabla\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right| d z \\
& \quad+\int_{B_{r_{1}}^{+}} y^{1-2 s}\left|f\left(\zeta_{i, k} \circ \zeta_{i,-k}\right)\left(U_{1}\right)\right| d z+\int_{B_{r_{1}}^{\prime}}\left|\zeta_{i,-k}(\rho g) \operatorname{Tr}\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right| d x \\
& \quad+\int_{B_{r_{1}}^{\prime}}\left|\zeta_{i,-k}(h) \operatorname{Tr}\left(\tau_{i,-k}\left(U_{1}\right)\right) \operatorname{Tr}\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right| d x \\
& \quad+\int_{B_{r_{1}}^{\prime}}|h|\left|\operatorname{Tr}\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right|^{2} d x \tag{3.38}
\end{align*}
$$

thanks to (3.35) and (3.36). Now we estimate each term of the right hand side of (3.38). We start by noticing that, thanks to (3.15), there exists a constant $\Lambda>0$ (depending only on the Lipschitz constants of the entries of $A$ ) such that

$$
\begin{align*}
\left\|\zeta_{i,-k}(A)(z)\right\|_{\mathcal{L}\left(\mathbb{R}^{N+1}, \mathbb{R}^{N+1}\right)} \leq \Lambda \quad \text { for all } i & =1, \ldots, N, z \in B_{r_{1}}^{+} \\
& \text {and } k \in\left(r_{2}-\sqrt{r_{1}^{2}-r_{2}^{2}}, \sqrt{r_{1}^{2}-r_{2}^{2}}-r_{2}\right), \tag{3.39}
\end{align*}
$$

where $\left\|\zeta_{i,-k}(A)(z)\right\|_{\mathcal{L}\left(\mathbb{R}^{N+1}, \mathbb{R}^{N+1}\right)}$ is the norm of $\zeta_{i,-k}(A)(z)$ as a linear operator from $\mathbb{R}^{N+1}$ to $\mathbb{R}^{N+1}$. Then by (3.39), Hölder's inequality and Cauchy-Schwarz's inequality in $\mathbb{R}^{N+1}$,

$$
\begin{align*}
& \int_{B_{r_{1}}^{+}} y^{1-2 s}\left|\zeta_{i,-k}(A) \nabla\left(\tau_{i,-k}\left(U_{1}\right)\right) \cdot \nabla\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right| d z \\
& \leq \Lambda\left\|\nabla\left(\tau_{i,-k}\left(U_{1}\right)\right)\right\|_{L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)}\left\|\nabla\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right\|_{L^{2}\left(B_{\left.r_{1}, y^{1-2 s}\right)}\right)} . \tag{3.40}
\end{align*}
$$

By Hölder's inequality and (3.8),

$$
\begin{equation*}
\int_{B_{r_{1}}^{+}} y^{1-2 s}\left|f\left(\zeta_{i, k} \circ \zeta_{i,-k}\right)\left(U_{1}\right)\right| d z \leq\|f\|_{L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)}\left\|\nabla\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right\|_{L^{2}\left(B_{\left.r_{1}, y^{1-2 s}\right)}^{+}\right.} . \tag{3.41}
\end{equation*}
$$

Furthermore by (3.5) and Hölder's inequality

$$
\begin{align*}
& \int_{B_{r_{1}}^{\prime}}\left|\zeta_{i,-k}(\rho g) \operatorname{Tr}\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right| d x \leq \mathcal{S}_{N, s}^{\frac{1}{2}}\|\rho g\|_{W^{1,} \frac{2 N}{N+2 s}\left(B_{r_{1}}^{\prime}\right)}\left\|\nabla\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right\|_{L^{2}\left(B_{r_{1}, y^{1}}^{+}, 2 s\right)},  \tag{3.42}\\
& \int_{B_{r_{1}}^{\prime}}\left|\zeta_{i,-k}(h) \operatorname{Tr}\left(\tau_{i,-k}\left(U_{1}\right)\right) \operatorname{Tr}\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right| d x \\
& \quad \leq \mathcal{S}_{N, s}\|h\|_{W^{1, \frac{N}{2 s}\left(B_{r_{1}}^{\prime}\right)}}\left\|\nabla\left(\tau_{i,-k}\left(U_{1}\right)\right)\right\|_{L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)}\left\|\nabla\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right\|_{L^{2}\left(B_{\left.r_{1}, y^{1-2 s}\right)}^{+}\right.}, \tag{3.43}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{B_{r_{1}}^{\prime}}\left|h\left\|\left.\operatorname{Tr}\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right|^{2} d x \leq \mathcal{S}_{N, s}\right\| h\left\|_{W^{1, \frac{N}{2 s}\left(B_{r_{1}}^{\prime}\right)}}\right\| \nabla\left(\zeta_{i,-k}\left(U_{1}\right)\right) \|_{L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)}^{2} .\right. \tag{3.44}
\end{equation*}
$$

Putting together (3.38), (3.40), (3.41), (3.42), (3.43), (3.44) and (3.16) we obtain that

$$
\begin{align*}
& \left(\lambda_{1}-\mathcal{S}_{N, s}\|h\|_{W^{1, \frac{N}{2 s}}\left(B_{r_{1}}^{\prime}\right)}\right)\left\|\nabla\left(\zeta_{i,-k}\left(U_{1}\right)\right)\right\|_{L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)} \\
& \leq \Lambda\left\|\nabla\left(\tau_{i,-k}\left(U_{1}\right)\right)\right\|_{L^{2}\left(B_{\left.r_{1}, y^{1-2 s}\right)}^{+}\right)}+\|f\|_{L^{2}\left(B_{\left.r_{1}, y^{1-2 s}\right)}^{+}\right.}+\mathcal{S}_{N, s}^{\frac{1}{2}}\|\rho g\|_{W^{1, \frac{2 N}{N+2 s}}\left(B_{r_{1}}^{\prime}\right)} \\
& \quad+\mathcal{S}_{N, s}\|h\|_{W^{1, \frac{N}{2 s}}\left(B_{r_{1}}^{\prime}\right)}\left\|\nabla\left(\tau_{i,-k}\left(U_{1}\right)\right)\right\|_{L^{2}\left(B_{\left.r_{1}, y^{1-2 s}\right)}^{+}\right.} \\
& =\left(\Lambda+\mathcal{S}_{N, s}\|h\|_{W^{1, \frac{N}{2 s}\left(B_{r_{1}}^{\prime}\right)}}\right)\left\|\nabla U_{1}\right\|_{L^{2}\left(B_{\left.r_{1}, y^{1-2 s}\right)}^{+}\right.} \\
& \left.\quad+\|f\|_{L^{2}\left(B_{\left.r_{1}, y^{1-2 s}\right)}\right.}+\mathcal{S}_{N, s}^{\frac{1}{2}} C_{\rho}\|g\|_{W^{1, \frac{2 N}{N+2 s}\left(B_{r_{1}}^{\prime}\right)}}\right) \tag{3.45}
\end{align*}
$$

for some positive constant $C_{\rho}>0$ depending only on $\|\nabla \rho\|_{L^{\infty}\left(B_{r_{1}}^{\prime}\right)}$, where we have used the fact that $\left\|\nabla\left(\tau_{i,-k}\left(U_{1}\right)\right)\right\|_{L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)}=\left\|\nabla U_{1}\right\|_{L^{2}\left(B_{\left.r_{1}, y^{1-2 s}\right)}^{+}\right)}$since $\operatorname{supp} \tau_{i,-k}\left(U_{1}\right) \subset B_{r_{1}}^{+} \cup B_{r_{1}}^{\prime}$ for all $|k|<\sqrt{r_{1}^{2}-r_{2}^{2}}-r_{2}$.

Eventually choosing $r_{1}$ smaller form the beginning, we may suppose that

$$
\lambda_{1}-\mathcal{S}_{N, s}\|h\|_{W^{1, \frac{N}{2 s}}\left(B_{r_{1}}^{\prime}\right)}>0
$$

by the absolute continuity of the integral. We conclude that for any $i=1, \ldots, N$ and any $j=1, \ldots, N+1$

$$
\left\{\frac{\partial\left(\zeta_{i,-k}\left(U_{1}\right)\right)}{\partial z_{j}}:|k|<\sqrt{r_{1}^{2}-r_{2}^{2}}-r_{2}\right\} \quad \text { is bounded in } L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)
$$

It follows that, for any $i=1, \ldots, N$ and $j=1, \ldots, N+1$, there exist a function $\psi_{i, j} \in$ $L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)$ and a sequence $k_{n} \rightarrow 0$ such that $\frac{\partial\left(\zeta_{i,-k_{n}}\left(U_{1}\right)\right)}{\partial z_{j}} \rightharpoonup \psi_{i, j}$ weakly in $L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)$ as $n \rightarrow \infty$. Furthermore, by (3.8), the family of functions $\left\{\left(\zeta_{i,-k_{n}}\left(U_{1}\right)\right): n \in \mathbb{N}\right\}$ is bounded in $L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)$ and so there exists a function $\varphi_{i} \in L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)$ such that $\zeta_{i,-k_{n}}\left(U_{1}\right) \rightharpoonup \varphi_{i}$ weakly in $L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)$ for any $i=1, \ldots, N$, up to a subsequence. For any test function
$\phi \in C_{c}^{\infty}\left(B_{r_{1}}^{+}\right)$, thanks to the Dominated Converge Theorem,

$$
\begin{aligned}
& \int_{B_{r_{1}}^{+}} \varphi_{i} \phi d z=\lim _{n \rightarrow \infty} \int_{B_{r_{1}}^{+}} \zeta_{i,-k_{n}}\left(U_{1}\right) \phi d z \\
& \quad=-\lim _{n \rightarrow \infty} \int_{B_{r_{1}}^{+}} U_{1} \zeta_{i, k_{n}}(\phi) d z=-\int_{B_{r_{1}}^{+}} U_{1} \frac{\partial \phi}{\partial z_{i}} d z=\int_{B_{r_{1}}^{+}} \frac{\partial U_{1}}{\partial z_{i}} \phi d z
\end{aligned}
$$

and hence $\varphi_{i}=\frac{\partial U_{1}}{\partial z_{i}}$, i.e. $\zeta_{i,-k_{n}}\left(U_{1}\right) \rightharpoonup \frac{\partial U_{1}}{\partial z_{i}}$ weakly in $L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)$, up to a subsequence. Furthermore, for any $\phi \in C_{c}^{\infty}\left(B_{r_{1}}^{+}\right), i=1, \ldots, N$, and $j=1, \ldots, N+1$, we have that

$$
\begin{aligned}
\int_{B_{r_{1}}^{+}} \psi_{i, j} \phi d z & =\lim _{n \rightarrow \infty} \int_{B_{r_{1}}^{+}} \frac{\partial\left(\zeta_{i,-k_{n}}\left(U_{1}\right)\right)}{\partial z_{j}} \phi d z \\
& =-\lim _{n \rightarrow \infty} \int_{B_{r_{1}}^{+}} \zeta_{i,-k_{n}}\left(U_{1}\right) \frac{\partial \phi}{\partial z_{j}} d z=-\int_{B_{r_{1}}^{+}} \frac{\partial U_{1}}{\partial z_{i}} \frac{\partial \phi}{\partial z_{j}} d z
\end{aligned}
$$

that is, $\psi_{i, j}=\frac{\partial}{\partial z_{j}} \frac{\partial U_{1}}{\partial z_{i}}$. Therefore the distributional derivative of $\frac{\partial U_{1}}{\partial z_{i}}$ respect to the variable $z_{j}$ belongs to $L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)$ for any $j=1, \ldots, N+1$, and $i=1, \ldots, N$, i.e.

$$
\begin{equation*}
\nabla_{x} U_{1} \in H^{1}\left(B_{r_{1}}^{+}, y^{1-2 s}\right) \tag{3.46}
\end{equation*}
$$

Furthermore, estimate (3.45) and weak lower semi-continuity of the $L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)$-norm imply that

$$
\begin{equation*}
\left\|\nabla_{x} U_{1}\right\|_{H^{1}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)} \leq C\left(\left\|\nabla U_{1}\right\|_{L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)}+\|f\|_{L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)}+\|g\|_{W^{1, \frac{2 N}{N+2 s}\left(B_{r_{1}}^{\prime}\right)}}\right) \tag{3.47}
\end{equation*}
$$

for a positive constant $C=C\left(N, s,\|h\|_{W^{1, \frac{N}{2 s}}\left(B_{r_{1}}^{\prime}\right)}, \lambda_{1}, \Lambda,\|\nabla \rho\|_{L^{\infty}\left(B_{r_{1}}^{+}\right)}\right)>0$.
This also implies that $\nabla_{x}\left(y^{1-2 s} \frac{\partial U_{1}}{\partial y}\right) \in L^{2}\left(B_{r_{1}}^{+}, y^{2 s-1}\right)$ with norm estimated as above. To conclude, it remains to show that $\frac{\partial}{\partial t}\left(y^{1-2 s} \frac{\partial U_{1}}{\partial y}\right) \in L^{2}\left(B_{r_{1}}^{+}, y^{2 s-1}\right)$.

To this aim we observe that, for any $\phi \in C_{c}^{\infty}\left(B_{r_{1}}^{+}\right),(3.34)$, the Divergence Theorem, (3.14), and (3.16) imply that

$$
\begin{aligned}
\int_{B_{r_{1}}^{+}} & y^{1-2 s} \frac{\partial U_{1}}{\partial t} \frac{\partial \phi}{\partial t} d z=\int_{B_{r_{1}}^{+}} y^{1-2 s} \alpha \frac{\partial U_{1}}{\partial t} \frac{\partial}{\partial t}\left(\frac{\phi}{\alpha}\right) d z+\int_{B_{r_{1}}^{+}} y^{1-2 s} \frac{\partial \alpha}{\partial y} \frac{\partial U_{1}}{\partial y} \frac{\phi}{\alpha} d z \\
& =-\int_{B_{r_{1}}^{+}} y^{1-2 s} B \nabla_{x} U_{1} \cdot \nabla_{x}\left(\frac{\phi}{\alpha}\right) d z-\int_{B_{r_{1}}^{+}} y^{1-2 s} f \frac{\phi}{\alpha} d z+\int_{B_{r_{1}}^{+}} y^{1-2 s} \frac{\partial \alpha}{\partial y} \frac{\partial U_{1}}{\partial t} \frac{\phi}{\alpha} d z \\
& =-\int_{B_{r_{1}}^{+}} y^{1-2 s} \frac{1}{\alpha}\left(-\operatorname{div}_{x}\left(B \nabla_{x} U_{1}\right)+f-\frac{\partial \alpha}{\partial y} \frac{\partial U_{1}}{\partial y}\right) \phi d z
\end{aligned}
$$

Thanks to (3.15), (3.16), (3.18), (3.33), (3.46), and Hölder's inequality, we then conclude that

$$
y^{2 s-1} \frac{\partial}{\partial t}\left(y^{1-2 s} \frac{\partial U_{1}}{\partial y}\right)=\frac{1}{\alpha}\left(-\operatorname{div}\left(B \nabla_{x} U_{1}\right)+f-\frac{\partial \alpha}{\partial y} \frac{\partial U_{1}}{\partial y}\right) \in L^{2}\left(B_{r_{1}}^{+}, y^{1-2 s}\right)
$$

which implies that $\frac{\partial}{\partial t}\left(y^{1-2 s} \frac{\partial U_{1}}{\partial y}\right) \in L^{2}\left(B_{r_{1}}^{+}, y^{2 s-1}\right)$ and hence

$$
y^{1-2 s} \frac{\partial U_{1}}{\partial y} \in H^{1}\left(B_{r_{1}}^{+}, y^{2 s-1}\right)
$$

with $H^{1}\left(B_{r_{1}}^{+}, y^{2 s-1}\right)$-norm estimated as in (3.47).
Since $\eta \equiv 1$ on $B_{r_{3}}^{+}$we have thereby proved that

$$
\nabla_{x} U \in H^{1}\left(B_{r_{3}}^{+}, y^{1-2 s}\right) \quad \text { and } \quad y^{1-2 s} \frac{\partial U}{\partial y} \in H^{1}\left(B_{r_{3}}^{+}, y^{2 s-1}\right)
$$

and, in view of (3.33),

$$
\begin{align*}
\left\|\nabla_{x} U\right\|_{H^{1}\left(B_{r_{3}}^{+}, y^{1-2 s}\right)}+ & \left\|y^{1-2 s} \frac{\partial U}{\partial y}\right\|_{H^{1}\left(B_{r_{3}}^{+}, y^{2 s-1}\right)} \\
& \leq C\left(\|U\|_{H^{1}\left(B_{R}^{+}, y^{1-2 s}\right)}+\|c\|_{L^{2}\left(B_{R}^{+}, y^{1-2 s}\right)}+\|g\|_{W^{1,} \frac{2 N}{N+2 s}\left(B_{R}^{\prime}\right)}\right) \tag{3.48}
\end{align*}
$$

for a constant $C>0$ depending only on $N, s, r_{1}, r_{3},\|h\|_{W^{1, \frac{N}{2 s}\left(B_{R}^{\prime}\right)}}, \lambda_{1},\|A\|_{W^{1, \infty}\left(B_{R}^{+}, \mathbb{R}^{\left.(N+1)^{2}\right)}\right)}$.
Reasoning in a similar way we can show that, for any $r \in(0, R)$ and any $x \in \overline{B_{r}^{\prime}}$, there exists $r_{x}>0$ such that $B_{r_{x}}^{+}(x) \subset B_{R}^{+}, \nabla_{x} U \in H^{1}\left(B_{r_{x}}^{+}(x), y^{1-2 s}\right)$, and $y^{1-2 s} \frac{\partial U}{\partial y} \in$ $H^{1}\left(B_{r_{x}}^{+}(x), y^{2 s-1}\right)$, where

$$
B_{r_{x}}^{+}(x):=\left\{\xi \in \mathbb{R}_{+}^{N+1}:|(x, 0)-\xi|<r_{x}\right\}
$$

Then we can cover $\overline{B_{r}^{\prime}}$ with a finite family of open sets $\left\{B_{r_{x_{i}}}^{+}\left(x_{i}\right)\right\}_{i \in I}$ such that

$$
\nabla_{x} U \in H^{1}\left(B_{r_{x_{i}}}^{+}\left(x_{i}\right), y^{1-2 s}\right) \text { and } y^{1-2 s} \frac{\partial U}{\partial y} \in H^{1}\left(B_{r_{x_{i}}}^{+}\left(x_{i}\right), y^{2 s-1}\right) \quad \text { for all } i \in I
$$

and an estimate of type (3.48) is satisfied. Furthermore, letting $B_{R, \delta}^{+}$be as in (3.27), it is easy to verify that $y^{1-2 s} A \in C^{0,1}\left(\overline{B_{R, \delta}^{+}}\right)$and $y^{1-2 s} c \in L^{2}\left(B_{R, \delta}^{+}\right)$for any $\delta \in(0, R)$, since the weight $y^{1-2 s}$ is Lipschitz continuous on $\overline{B_{R, \delta}^{+}}$. Then we may conclude that $U \in H^{2}\left(B_{r, \delta}^{+}, y^{1-2 s}\right)$ for any $r \in(0, R)$ and $\delta \in(0, R)$ by classical elliptic regularity theory (see e.g. [80, Theorem 8.8]).

Combining the above information we obtain (3.20) and (3.21).
Remark 3.3.1. The regularity result of Theorem 3.2.1 applies also to problems of the form

$$
\begin{cases}-\operatorname{div}\left(y^{1-2 s} A \nabla U\right)+y^{1-2 s} b U+y^{1-2 s} c=0, & \text { on } B_{R}^{+} \\ \lim _{y \rightarrow 0^{+}} y^{1-2 s} A \nabla U \cdot \nu=h \operatorname{Tr}(U)+g, & \text { on } B_{R}^{\prime}\end{cases}
$$

with $c, h, g$ as in assumptions (3.17) and (3.18), and a potential $b \in L^{q_{N, s}}\left(B_{R}^{+}, y^{1-2 s}\right)$, where

$$
q_{N, s}:= \begin{cases}N+2-2 s, & \text { if } s \in\left(0, \frac{1}{2}\right) \\ N+1, & \text { if } s \in\left[\frac{1}{2}, 1\right)\end{cases}
$$

Indeed if $b \in L^{q_{N, s}}\left(B_{R}^{+}, y^{1-2 s}\right)$ and $U \in H^{1}\left(B_{R}^{+}, y^{1-2 s}\right)$, then $b U \in L^{2}\left(B_{R}^{+}, y^{1-2 s}\right)$ in view of Hölder's inequality and the following Sobolev-type embedding result.
Lemma 3.3.2. For any $r>0, H^{1}\left(B_{r}^{+}, y^{1-2 s}\right) \subset L^{2_{s}^{* *}}\left(B_{r}^{+}, y^{1-2 s}\right)$, where

$$
2_{s}^{* *}:=\min \left\{2 \frac{N+2-2 s}{N-2 s}, 2 \frac{N+1}{N-1}\right\}= \begin{cases}2 \frac{N+2-2 s}{N-2 s}, & \text { if } s \in\left(0, \frac{1}{2}\right) \\ 2 \frac{N+1}{N-1}, & \text { if } s \in\left[\frac{1}{2}, 1\right)\end{cases}
$$

Furthermore, there exists a constant $K_{N, s}>0$ such that, for any $r>0$ and any $w \in$ $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$,

$$
\left(\int_{B_{r}^{+}} y^{1-2 s}|w|^{2_{s}^{* *}} d z\right)^{\frac{2}{2 s_{s}^{*}}} \leq K_{N, s, r}\left(\frac{1}{r^{2}} \int_{B_{r}^{+}} y^{1-2 s} w^{2} d z+\int_{B_{r}^{+}} y^{1-2 s}|\nabla w|^{2} d z\right),
$$

where

$$
K_{N, s, r}:= \begin{cases}K_{N, s}, & \text { if } s \in\left(0, \frac{1}{2}\right), \\ K_{N, s}(2 s-1) r^{\frac{2}{N+1}}, & \text { if } s \in\left[\frac{1}{2}, 1\right) .\end{cases}
$$

Proof. The claim follows from a scaling argument, [64, Appendix A.1] and [111, Theorem 19.20], see also [120, Theorem 2.4].

### 3.4 Proof of Proposition 3.2.3

We start with a useful formula.
Proposition 3.4.1. Let $U$ be a solution of (3.19). For a.e. $r \in(0, R)$ and for all $\phi \in$ $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$

$$
\begin{equation*}
\int_{B_{r}^{+}} y^{1-2 s}[A \nabla U \cdot \nabla \phi+c \phi] d z=\frac{1}{r} \int_{S_{r}^{+}} y^{1-2 s} A \nabla U \cdot z \phi d S+\int_{B_{r}^{\prime}}[h \operatorname{Tr}(U)+g] \operatorname{Tr}(\phi) d x . \tag{3.49}
\end{equation*}
$$

Remark 3.4.2. By Coarea Formula

$$
\int_{B_{R}^{+}}\left|y^{1-2 s} A \nabla U \cdot \frac{z}{|z|} \phi\right| d z=\int_{0}^{R}\left(\int_{S_{r}^{+}}\left|y^{1-2 s} A \nabla U \cdot \frac{z}{r} \phi\right| d S\right) d r .
$$

It follows that the function $f(r):=\int_{S_{r}^{+}} y^{1-2 s} A \nabla U \cdot \frac{z}{r} \phi d S$ is well-defined as an element of $L^{1}(0, R)$ and hence a.e. $r \in(0, R)$ is a Lebesgue point of $f$.
Proof. By density it is enough to prove (3.49) for any $\phi \in C^{\infty}\left(\overline{B_{r}^{+}}\right)$. Let us consider the following sequence of radial cut-off functions

$$
\eta_{n}(|z|):=\left\{\begin{array}{lll}
1, & \text { if } & 0 \leq|z| \leq r-\frac{1}{n} \\
n(r-|z|), & \text { if } & r-\frac{1}{n} \leq|z| \leq r, \\
0, & \text { if } & |z| \geq r
\end{array}\right.
$$

Testing (3.19) with $\phi \eta_{n}$ and passing to the limit as $n \rightarrow \infty$ we obtain (3.49) thanks to the Dominated Convergence Theorem, (3.9) and Remark 3.4.2.

Proof of Proposition 3.2.3. The following Rellich-Nec̆as type identity

$$
\begin{aligned}
& \operatorname{div}\left(y^{1-2 s}(A \nabla U \cdot \nabla U) \beta-2 y^{1-2 s}(\nabla U \cdot \beta) A \nabla U\right)=y^{1-2 s} A \nabla U \cdot \nabla U \operatorname{div}(\beta) \\
& \quad-2 \beta \cdot \nabla U \operatorname{div}\left(y^{1-2 s} A \nabla U\right)+\left(d\left(y^{1-2 s} A\right) \nabla U \nabla U\right) \cdot \beta-2 J_{\beta}\left(y^{1-2 s} A \nabla U\right) \cdot \nabla U
\end{aligned}
$$

holds in a distributional sense in $B_{R}^{+}$. In view of (3.14) and (3.13) the above equation can be rewritten as

$$
\begin{align*}
& \operatorname{div}\left(y^{1-2 s}(A \nabla U \cdot \nabla U) \beta-2 y^{1-2 s}(\nabla U \cdot \beta) A \nabla U\right) \\
& =y^{1-2 s} A \nabla U \cdot \nabla U \operatorname{div}(\beta)-2 y^{1-2 s} c(\beta \cdot \nabla U)+y^{1-2 s} d A \nabla U \nabla U \cdot \beta \\
& \quad+(1-2 s) y^{1-2 s} \frac{\alpha}{\mu} A \nabla U \cdot \nabla U-2 J_{\beta}\left(y^{1-2 s} A \nabla U\right) \cdot \nabla U \tag{3.50}
\end{align*}
$$

with $d A$ as in (3.24).
Let $r \in(0, R)$. By Theorem 3.2.1 an Remark 3.2.2, letting $\beta=\left(\beta_{1}, \ldots, \beta_{N}, \alpha / \mu\right)$ (see (3.14) and (3.23)), we have that

$$
\begin{equation*}
\nabla U \cdot \beta=\nabla_{x} U \cdot\left(\beta_{1}, \ldots, \beta_{N}\right)+\frac{\alpha}{\mu} y U_{y} \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right) \tag{3.51}
\end{equation*}
$$

In particular, to prove that $\frac{\partial}{\partial y}\left(t U_{y}\right) \in L^{2}\left(B_{r}^{+}, y^{1-2 s}\right)$, it is useful to observe that

$$
\frac{\partial}{\partial y}\left(y U_{y}\right)=y^{2 s} \frac{\partial}{\partial y}\left(y^{1-2 s} U_{y}\right)+2 s U_{y}
$$

and recall that $\frac{\partial}{\partial y}\left(y^{1-2 s} \frac{\partial U}{\partial y}\right) \in L^{2}\left(B_{r}^{+}, y^{2 s-1}\right)$ by (3.20).
We observe that $y U_{y}=y^{2 s}\left(y^{1-2 s} U_{y}\right)$, with

$$
y^{2 s} \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right) \quad \text { and } \quad y^{1-2 s} U_{y} \in H^{1}\left(B_{r}^{+}, y^{2 s-1}\right)
$$

by (3.20); hence (3.10) implies that $\operatorname{Tr}\left(t U_{t}\right)=\operatorname{Tr}\left(t^{2 s}\right) \operatorname{Tr}\left(y^{1-2 s} U_{y}\right)=0$, so that from (3.51), (3.9), and (3.12) we deduce that

$$
\begin{equation*}
\operatorname{Tr}(\nabla U \cdot \beta)=\operatorname{Tr}\left(\nabla_{x} U \cdot\left(\beta_{1}, \ldots, \beta_{N}\right)\right)+\operatorname{Tr}\left(\frac{\alpha}{\mu} y U_{y}\right)=\nabla_{x} \operatorname{Tr}(U) \cdot \beta^{\prime} \tag{3.52}
\end{equation*}
$$

From (3.13), (3.18), and (3.51) it follows that

$$
\begin{equation*}
\operatorname{div}\left(y^{1-2 s}(\nabla U \cdot \beta) A \nabla U\right)=y^{1-2 s} c(\nabla U \cdot \beta)+y^{1-2 s} A \nabla U \cdot \nabla(\nabla U \cdot \beta) \in L^{1}\left(B_{r}^{+}\right) \tag{3.53}
\end{equation*}
$$

so that, in view of $(3.50),(3.25),(3.18)$, and (3.51) we obtain also that

$$
\begin{equation*}
\operatorname{div}\left(y^{1-2 s}(A \nabla U \cdot \nabla U) \beta\right) \in L^{1}\left(B_{r}^{+}\right) \tag{3.54}
\end{equation*}
$$

Applying the Divergence Theorem on the set $B_{r, \delta}^{+}$defined in (3.27) (and recalling from Theorem 3.2.1 or classical elliptic regularity theory that $U \in H^{2}\left(B_{r, \delta}^{+}\right)$), we have that

$$
\begin{align*}
\int_{B_{r, \delta}^{+}} \operatorname{div}\left(y^{1-2 s}(A \nabla U \cdot \nabla U) \beta\right) d z=r & \int_{S_{r, \delta}^{+}} y^{1-2 s} A \nabla U \cdot \nabla U d S \\
& -\delta^{2-2 s} \int_{B_{\sqrt{r^{2}-\delta^{2}}}} \frac{\alpha(x, \delta)}{\mu(x, \delta)}(A \nabla U \cdot \nabla U)(x, \delta) d x \tag{3.55}
\end{align*}
$$

with $S_{r, \delta}^{+}$as in (3.27). We claim that there exists a sequence $\delta_{n} \rightarrow 0^{+}$such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \delta_{n}^{2-2 s} \int_{B^{\prime} \sqrt{r^{2}-\delta_{n}^{2}}} \frac{\alpha\left(x, \delta_{n}\right)}{\mu\left(x, \delta_{n}\right)}(A \nabla U \cdot \nabla U)\left(x, \delta_{n}\right) d x=0 \tag{3.56}
\end{equation*}
$$

To prove (3.56) we argue by contradiction. If the claim does not hold, then there exist a constant $C>0$ and $\bar{r} \in(0, r)$ such that

$$
\begin{equation*}
\delta^{1-2 s} \int_{B_{r}^{\prime}} \frac{\alpha(x, \delta)}{\mu(x, \delta)}(A \nabla U \cdot \nabla U)(x, \delta) d x \geq \frac{C}{\delta} \quad \text { for any } \delta \in(0, \bar{r}) . \tag{3.57}
\end{equation*}
$$

We may suppose that $B_{\bar{r}}^{\prime} \times(0, \bar{r}) \subset B_{r}^{+}$and integrating (3.57) in ( $0, \bar{r}$ ) we obtain

$$
\begin{aligned}
\int_{B_{R}^{+}} y^{1-2 s} \frac{\alpha}{\mu} A \nabla U \cdot \nabla U d z & \geq \int_{0}^{\bar{r}} y^{1-2 s}\left(\int_{B_{r}^{\prime}} \frac{\alpha(x, y)}{\mu(x, y)}(A \nabla U \cdot \nabla U)(x, y) d x\right) d t \\
& \geq C \int_{0}^{\bar{r}} \frac{1}{y} d t=+\infty,
\end{aligned}
$$

which is a contradiction since $\frac{\alpha}{\mu} A \nabla U \cdot \nabla U \in L^{1}\left(B_{R}^{+}, y^{1-2 s}\right)$ thanks to (3.25) and Hölder's inequality. Therefore passing to the limit as $n \rightarrow \infty$ and $\delta=\delta_{n}$ in (3.55) and taking into account (3.54) we conclude that

$$
\begin{equation*}
\int_{B_{r}^{+}} \operatorname{div}\left(y^{1-2 s}(A \nabla U \cdot \nabla U) \beta\right) d z=r \int_{S_{r}^{+}} y^{1-2 s} A \nabla U \cdot \nabla U d S \tag{3.58}
\end{equation*}
$$

for a.e. $r \in(0, R)$. From (3.53) and (3.49) it follows that

$$
\begin{align*}
& \int_{B_{r}^{+}} \operatorname{div}\left(y^{1-2 s}(\nabla U \cdot \beta) A \nabla U\right) d z \\
& =\int_{B_{r}^{+}} y^{1-2 s} c(\nabla U \cdot \beta) d z+\int_{B_{r}^{+}} y^{1-2 s} A \nabla U \cdot \nabla(\nabla U \cdot \beta) d z \\
& =\frac{1}{r} \int_{S_{r}^{+}} y^{1-2 s}(A \nabla U \cdot z)(\nabla U \cdot \beta) d S+\int_{B_{r}^{\prime}}[h \operatorname{Tr}(U)+g] \operatorname{Tr}(\nabla U \cdot \beta) d x \\
& =r \int_{S_{r}^{+}} y^{1-2 s} \frac{|A \nabla U \cdot \nu|^{2}}{\mu} d S+\int_{B_{r}^{\prime}}[h \operatorname{Tr}(U)+g]\left(\nabla_{x} \operatorname{Tr}(U) \cdot \beta^{\prime}\right) d x, \tag{3.59}
\end{align*}
$$

thanks to (3.15), (3.23), and (3.52). We observe that $\beta^{\prime} h \in W^{1, \frac{N}{2 s}}\left(B_{r}^{\prime}, \mathbb{R}^{N}\right)$ in view of (3.17) and (3.25) and $(\operatorname{Tr}(U))^{2} \in W^{1, \frac{N}{N-2 s}}\left(B_{r}^{\prime}\right)$ thanks to (3.20) and (3.11); then an integration by parts on $B_{r}^{\prime}$ yields

$$
\begin{align*}
& \int_{B_{r}^{\prime}} h \operatorname{Tr}(U)\left(\nabla_{x} \operatorname{Tr}(U) \cdot \beta^{\prime}\right) d x=\frac{1}{2} \int_{B_{r}^{\prime}} \nabla_{x}(\operatorname{Tr}(U))^{2} \cdot\left(h \beta^{\prime}\right) d x \\
& =\frac{r}{2} \int_{S_{r}^{\prime}} h|\operatorname{Tr}(U)|^{2} d S^{\prime}-\frac{1}{2} \int_{B_{r}^{\prime}}\left(\operatorname{div}_{x}\left(\beta^{\prime}\right) h+\beta^{\prime} \cdot \nabla h\right)|\operatorname{Tr}(U)|^{2} d x . \tag{3.60}
\end{align*}
$$

Moreover $\beta^{\prime} g \in W^{1, \frac{2 N}{N+2 s}}\left(B_{r}^{\prime}, \mathbb{R}^{N}\right)$ by (3.17) and $\operatorname{Tr}(U) \in W^{1, \frac{2 N}{N-2 s}}\left(B_{r}^{\prime}\right)$ by (3.20) and (3.11), hence, integrating by parts, we obtain that

$$
\begin{equation*}
\int_{B_{r}^{\prime}} \nabla_{x} \operatorname{Tr}(U) \cdot\left(\beta^{\prime} g\right) d x=r \int_{S_{r}^{\prime}} g \operatorname{Tr}(U) d S^{\prime}-\int_{B_{r}^{\prime}}\left(\operatorname{div}_{x}\left(\beta^{\prime}\right) g+\beta^{\prime} \cdot \nabla g\right) \operatorname{Tr}(U) d x . \tag{3.61}
\end{equation*}
$$

Putting together (3.50), (3.58), (3.59), (3.60), and (3.61), we obtain (3.26).

## Chapter 4

## Unique continuation from the boundary for the spectral fractional Laplacian

### 4.1 Statement of the main results

In this Chapter we establish a unique continuation principle and derive local asymptotics from a point $x_{0} \in \partial \Omega$ for the solutions to the following equation

$$
\begin{equation*}
(-\Delta)^{s} u=h u \quad \text { on } \Omega \tag{4.1}
\end{equation*}
$$

where $s \in(0,1), \Omega \subseteq \mathbb{R}^{N}$ is a bounded Lipschitz domain whose boundary is $C^{1,1}$ in a neighbourhood of $x_{0}, N>2 s, h$ is a measurable function on $\Omega$ satisfying suitable summability properties, (see (4.8)), and $(-\Delta)^{s}$ is the fractional Laplacian.

In order to introduce a suitable functional setting and give a weak formulation of (4.1), we recall the definition of the spectral fractional Laplacian, which can be given in terms of the Dirichlet eigenvalues of the Laplacian, see e.g. [37], [102] and [9]. From classical spectral theory, the Dirichlet eigenvalue problem

$$
\begin{cases}-\Delta \varphi=\mu \varphi, & \text { in } \Omega \\ \varphi=0, & \text { on } \partial \Omega\end{cases}
$$

admits an increasing and diverging sequence $\left\{\mu_{k}\right\}_{k \in \mathbb{N} \backslash\{0\}}$ of positive eigenvalues (repeated according to their multiplicity). Furthermore, there exists an orthonormal basis of $L^{2}(\Omega)$ made of the corresponding eigenfunctions $\left\{\varphi_{k}\right\}_{k \in \mathbb{N} \backslash\{0\}}$. Every $v \in L^{2}(\Omega)$ can be expanded with respect to the basis $\left\{\varphi_{k}\right\}_{k \in \mathbb{N} \backslash\{0\}}$ as

$$
v=\sum_{k=1}^{\infty}\left(v, \varphi_{k}\right)_{L^{2}(\Omega)} \varphi_{k} \quad \text { in } L^{2}(\Omega)
$$

where $\left(v, \varphi_{k}\right)_{L^{2}(\Omega)}$ is the $L^{2}$-scalar product, i.e. $\left(v_{1}, v_{2}\right)_{L^{2}(\Omega)}=\int_{\Omega} v_{1} v_{2} d x$.
We introduce the functional space

$$
\mathbb{H}^{s}(\Omega):=\left\{v \in L^{2}(\Omega): \sum_{k=1}^{\infty} \mu_{k}^{s}\left(v, \varphi_{k}\right)_{L^{2}(\Omega)}^{2}<+\infty\right\}
$$

which is a Hilbert space with respect to the scalar product

$$
\begin{equation*}
\left(v_{1}, v_{2}\right)_{\mathbb{H}^{s}(\Omega)}:=\sum_{k=0}^{\infty} \mu_{k}^{s}\left(v_{1}, \varphi_{k}\right)_{L^{2}(\Omega)}\left(v_{2}, \varphi_{k}\right)_{L^{2}(\Omega)}, \quad v_{1}, v_{2} \in \mathbb{H}^{s}(\Omega) \tag{4.2}
\end{equation*}
$$

A more explicit characterization of the space $\mathbb{H}^{s}(\Omega)$ is provided by the interpolation theory, see [26, Section 3.1.3], and [101] or Proposition 5.1.2:

$$
\mathbb{H}^{s}(\Omega)=\left[H_{0}^{1}(\Omega), L^{2}(\Omega)\right]_{1-s}= \begin{cases}H_{0}^{s}(\Omega), & \text { if } s \in(0,1) \backslash\left\{\frac{1}{2}\right\}, \\ H_{00}^{1 / 2}(\Omega), & \text { if } s=\frac{1}{2}\end{cases}
$$

Here, denoting as $H^{s}(\Omega)$ the usual fractional Sobolev space $W^{s, 2}(\Omega), H_{0}^{s}(\Omega)$ is the closure of $C_{c}^{\infty}(\Omega)$ in $H^{s}(\Omega)$, and

$$
\begin{equation*}
H_{00}^{1 / 2}(\Omega):=\left\{u \in H_{0}^{\frac{1}{2}}(\Omega): \int_{\Omega} \frac{u^{2}(x)}{d(x, \partial \Omega)} d x<+\infty\right\}, \tag{4.3}
\end{equation*}
$$

where $d(x, \partial \Omega):=\inf \{|x-y|: y \in \partial \Omega\}$. We recall that $H^{s}(\Omega)=H_{0}^{s}(\Omega)$ if $s \in\left(0, \frac{1}{2}\right]$, see [101]. Moreover, if $s \neq \frac{1}{2}$, the trivial extension by 0 outside $\Omega$ defines a linear and continuous operator from $H_{0}^{s}(\Omega)$ into $H^{s}\left(\mathbb{R}^{N}\right)$, see [31, Remark 2.5 and Proposition B.1]. On the other hand, the trivial extension defines a linear and continuous operator from $H_{00}^{1 / 2}(\Omega)$ into $H^{1 / 2}\left(\mathbb{R}^{N}\right)$, as one can easily deduce from estimate (B.2) in [31]. Then

$$
\begin{align*}
\iota: \mathbb{H}^{s}(\Omega) & \rightarrow H^{s}\left(\mathbb{R}^{N}\right),  \tag{4.4}\\
v & \mapsto \tilde{v}= \begin{cases}v, & \text { in } \Omega, \\
0, & \text { in } \mathbb{R}^{N} \backslash \Omega,\end{cases}
\end{align*}
$$

is a linear and continuous operator.
It is easy to verify that, if $v \in \mathbb{H}^{s}(\Omega)$, then the series $\sum_{k=1}^{\infty} \mu_{k}^{s}\left(v, \varphi_{k}\right)_{L^{2}(\Omega)} \varphi_{k}$ converges in the dual space $\left(\mathbb{H}^{s}(\Omega)\right)^{*}$ to some $F \in\left(\mathbb{H}^{s}(\Omega)\right)^{*}$ such that ${ }_{\left(\mathbb{H}^{s}(\Omega)\right)^{*}}\left\langle F, \varphi_{k}\right\rangle_{\mathbb{H}^{s}(\Omega)}=\mu_{k}^{s}\left(v, \varphi_{k}\right)_{L^{2}(\Omega)}$. Hence, for every $v \in \mathbb{H}^{s}(\Omega)$, we can define its spectral fractional Laplacian as

$$
\begin{equation*}
(-\Delta)^{s} v=\sum_{k=1}^{\infty} \mu_{k}^{s}\left(v, \varphi_{k}\right)_{L^{2}(\Omega)} \varphi_{k} \in\left(\mathbb{H}^{s}(\Omega)\right)^{*} . \tag{4.5}
\end{equation*}
$$

Actually, the spectral fractional Laplacian is the Riesz isomorphism between $\mathbb{H}^{s}(\Omega)$ endowed with the scalar product (4.2) and its dual $\left(\mathbb{H}^{s}(\Omega)\right)^{*}$, i.e.

$$
\begin{equation*}
{ }_{\left(\mathbb{H}^{s}(\Omega)\right)^{*}}\left\langle(-\Delta)^{s} v_{1}, v_{2}\right\rangle_{\mathbb{H}^{s}(\Omega)}=\left(v_{1}, v_{2}\right)_{\mathbb{H}^{s}(\Omega)} \quad \text { for all } v_{1}, v_{2} \in \mathbb{H}^{s}(\Omega) \tag{4.6}
\end{equation*}
$$

The spectral fractional Laplacian defined in (4.5) is a different operator from the usual fractional Laplacian defined by the Fourier transform as

$$
\begin{equation*}
\mathcal{F}\left((-\Delta)^{s} v\right)(\xi):=|\xi|^{2 s} \widehat{v}(\xi) \tag{4.7}
\end{equation*}
$$

for any $v \in \mathcal{S}\left(\mathbb{R}^{N}\right)$. Indeed, the spectral fractional Laplacian depends on the domain $\Omega$ and it is a global operator in $\Omega$, while the fractional Laplacian is a global operator on the whole $\mathbb{R}^{N}$. Moreover, the eigenfunctions of the spectral fractional Laplacian coincide with
the eigenfunctions of the Dirichlet Laplacian, hence they are smooth up to the boundary if $\Omega$ is sufficiently regular; on the other hand, the eigenfunctions of the restricted fractional Laplacian, defined by restricting the operator in (4.7) to act only on functions vanishing outside $\Omega$, are only Hölder continuous, see [117].

Within the functional setting introduced above, we can give the notion of weak solution to (4.1). To this purpose, we assume that

$$
\begin{equation*}
h \in W^{1, \frac{N}{2 s}+\varepsilon}(\Omega) \tag{4.8}
\end{equation*}
$$

for some $\varepsilon \in(0,1)$. We note that it is not restrictive to assume $\varepsilon$ small. In view of (4.6), we say that a function $u \in \mathbb{H}^{s}(\Omega)$ is a weak solution to (4.1) if

$$
\begin{equation*}
(u, \phi)_{\mathbb{H}^{s}(\Omega)}=\int_{\Omega} h(x) u(x) \phi(x) d x \quad \text { for any } \phi \in C_{c}^{\infty}(\Omega) \tag{4.9}
\end{equation*}
$$

The right hand side in (4.9) is finite in view of (4.8), the Hölder's inequality, and the following fractional Sobolev inequality

$$
\|v\|_{L^{2 s s}(\Omega)} \leq \mathcal{K}_{N, s}\|v\|_{H^{s}(\Omega)} \quad \text { for any } v \in H_{0}^{s}(\Omega)
$$

where

$$
2_{s}^{*}:=\frac{2 N}{N-2 s},
$$

and $\mathcal{K}_{N, s}>0$ is a positive constant depending only on $N$ and $s$, see e.g. [48, Theorem 6.5] and [31, Remark 2.5 and Proposition B.1].

In order to establish a unique continuation property at a fixed point $x_{0} \in \partial \Omega$, we need to assume some regularity on the boundary of $\Omega$ near $x_{0}$; more precisely, we assume that there exist a radius $R>0$ and a function $g$ such that

$$
\begin{equation*}
g \in C^{1,1}\left(\mathbb{R}^{N-1}, \mathbb{R}\right) \tag{4.10}
\end{equation*}
$$

and, up to rigid motions, letting $x=\left(x^{\prime}, x_{N}\right) \in \mathbb{R}^{N-1} \times \mathbb{R}$,

$$
\begin{align*}
& \partial \Omega \cap B_{R}^{\prime}\left(x_{0}\right)=\left\{\left(x^{\prime}, x_{N}\right) \in B_{R}^{\prime}\left(x_{0}\right): x_{N}=g\left(x^{\prime}\right)\right\},  \tag{4.11}\\
& \Omega \cap B_{R}^{\prime}\left(x_{0}\right)=\left\{\left(x^{\prime}, x_{N}\right) \in B_{R}^{\prime}\left(x_{0}\right): x_{N}<g\left(x^{\prime}\right)\right\}, \tag{4.12}
\end{align*}
$$

where, for any $r>0$ and $x \in \mathbb{R}^{N}$,

$$
\begin{equation*}
B_{r}^{\prime}(x):=\left\{y \in \mathbb{R}^{N}:|y-x|<r\right\} . \tag{4.13}
\end{equation*}
$$

The spectral fractional Laplacian defined in (4.5) turns out to be a nonlocal operator on $\Omega$. As we intend to use an approach based on local doubling inequalities, which are deduced from an Almgren-type monotonicity formula in the spirit of [79], it is quite natural to deal with the local realization of the spectral fractional Laplacian. This is obtained by the extension procedure described in [35] (see also [125] and [37]) which transforms (4.1) into a singular or degenerate problem on a cylinder contained in a $N+1$-dimensional space.

We define

$$
\begin{equation*}
\mathcal{C}_{\Omega}:=\Omega \times(0,+\infty), \quad \partial_{L} \mathcal{C}_{\Omega}:=\partial \Omega \times[0,+\infty), \tag{4.14}
\end{equation*}
$$

and

$$
H_{0, L}^{1}\left(\mathcal{C}_{\Omega}, y^{1-2 s}\right):=\overline{C_{c}^{\infty}\left(\mathcal{C}_{\Omega} \cup \Omega\right)}{ }^{\|\cdot\|_{H^{1}\left(\mathcal{C}_{\Omega}, y^{1-2 s}\right)},}
$$

i.e. $H_{0, L}^{1}\left(\mathcal{C}_{\Omega}, y^{1-2 s}\right)$ is the closure in $H^{1}\left(\mathcal{C}_{\Omega}, y^{1-2 s}\right)$ of $C_{c}^{\infty}\left(\mathcal{C}_{\Omega} \cup \Omega\right)$, see also Section 3.1 in Chapter 3. Furthermore there exists a linear and continuous trace operator

$$
\begin{equation*}
\operatorname{Tr}_{\Omega}: H_{0, L}^{1}\left(C_{\Omega}, y^{1-2 s}\right) \rightarrow \mathbb{H}^{s}(\Omega) \tag{4.15}
\end{equation*}
$$

which is also onto (see [37, Proposition 2.1]). Moreover, in [37] it is observed that, for every $v \in \mathbb{H}^{s}(\Omega)$, the minimization problem

$$
\min _{\substack{w \in H_{0, L}^{1}\left(\mathcal{C}_{\Omega}, y^{1-2 s}\right) \\ \operatorname{Tr}_{\Omega}(w)=v}}\left\{\int_{\mathcal{C}_{\Omega}} y^{1-2 s}|\nabla w(x, t)|^{2} d x d t\right\}
$$

has a unique minimizer $\mathcal{H}(v)=V \in H_{0, L}^{1}\left(\mathcal{C}_{\Omega}, y^{1-2 s}\right)$ which solves

$$
\begin{cases}\operatorname{div}\left(y^{1-2 s} \nabla V\right)=0, & \text { in } \mathcal{C}_{\Omega}  \tag{4.16}\\ \operatorname{Tr}_{\Omega}(V)=v, & \text { on } \Omega \times\{0\} \\ V=0, & \text { on } \partial \Omega \times[0,+\infty) \\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial V}{\partial y}=\kappa_{s, N}(-\Delta)^{s} v, & \text { on } \Omega \times\{0\}\end{cases}
$$

where $\kappa_{s, N}>0$ is a positive constant depending only on $N$ and $s$. Equation (4.16) has to be interpreted in a weak sense, that is

$$
\int_{\mathcal{C}_{\Omega}} y^{1-2 s} \nabla V \cdot \nabla \phi d z=\kappa_{s, N}\left(v, \operatorname{Tr}_{\Omega}(\phi)\right)_{\mathbb{H}^{s}(\Omega)} \quad \text { for all } \phi \in H_{0, L}^{1}\left(\mathcal{C}_{\Omega}, y^{1-2 s}\right)
$$

in view of (4.6). Hence, if $u \in \mathbb{H}^{s}(\Omega)$ solves (4.1), then its extension $U \in H_{0, L}^{1}\left(\mathcal{C}_{\Omega}, y^{1-2 s}\right)$ weakly solves

$$
\begin{cases}\operatorname{div}\left(y^{1-2 s} \nabla U\right)=0, & \text { in } \mathcal{C}_{\Omega}  \tag{4.17}\\ \operatorname{Tr}_{\Omega}(U)=u, & \text { on } \Omega \times\{0\} \\ U=0, & \text { on } \partial \Omega \times[0,+\infty), \\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial U}{\partial y}=\kappa_{s, N} h u, & \text { on } \Omega \times\{0\},\end{cases}
$$

according to (4.16), namely

$$
\begin{equation*}
\int_{\mathcal{C}_{\Omega}} y^{1-2 s} \nabla U \cdot \nabla \phi d z=\kappa_{s, N} \int_{\Omega} h u \operatorname{Tr}_{\Omega}(\phi) d x \quad \text { for all } \phi \in H_{0, L}^{1}\left(\mathcal{C}_{\Omega}, y^{1-2 s}\right) \tag{4.18}
\end{equation*}
$$

The asymptotic behavior at $x_{0} \in \partial \Omega$ of any solution $U$ of (4.17), and consequently of any solution $u$ of (4.1), turns out to be related to the eigenvalues of the following problem

$$
\begin{cases}-\operatorname{div}_{\mathbb{S}}\left(\theta_{N+1}^{1-2 s} \nabla_{\mathbb{S}} Y\right)=\mu \theta_{N+1}^{1-2 s} Y, & \text { on } \mathbb{S}^{+}  \tag{4.19}\\ \lim _{\theta_{N+1} \rightarrow 0^{+}} \theta_{N+1}^{1-2 s} \nabla_{\mathbb{S}} Y \cdot \nu=0, & \text { on } \mathbb{S}^{\prime} \\ Y \in H_{\mathrm{odd}}^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right) & \end{cases}
$$

where

$$
\begin{aligned}
& \mathbb{S}:=\left\{\theta=\left(\theta^{\prime}, \theta_{N}, \theta_{N+1}\right) \in \mathbb{R}^{N+1}:\left|\theta^{\prime}\right|^{2}+\theta_{N}^{2}+\theta_{N+1}^{2}=1\right\} \\
& \mathbb{S}^{+}:=\left\{\theta=\left(\theta^{\prime}, \theta_{N}, \theta_{N+1}\right) \in \mathbb{S}: \theta_{N+1}>0\right\} \\
& \mathbb{S}^{\prime}:=\partial \mathbb{S}^{+}=\left\{\theta=\left(\theta^{\prime}, \theta_{N}, \theta_{N+1}\right) \in \mathbb{S}: \theta_{N+1}=0\right\}
\end{aligned}
$$

and $\nu$ is the outer normal vector to $\mathbb{S}^{+}$on $\mathbb{S}^{\prime}$, that is $\nu=-(0, \ldots, 0,1)$. We consider the weighted space

$$
L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right):=\left\{\Psi: \mathbb{S}^{+} \rightarrow \mathbb{R} \text { measurable }: \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \Psi^{2} d S<+\infty\right\}
$$

where $d S$ denotes the volume element on $N$-dimensional spheres. In order to introduce the space $H_{\text {odd }}^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$ where problem (4.19) is formulated, we first denote by $H^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$ the completion of $C^{\infty}\left(\overline{\mathbb{S}^{+}}\right)$with respect to the norm

$$
\|\phi\|_{H^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)}:=\left(\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left(\phi^{2}+\left|\nabla_{\mathbb{S}} \phi\right|^{2}\right) d S\right)^{1 / 2}
$$

Then we define

$$
\begin{equation*}
H_{\mathrm{odd}}^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right):=\left\{\Psi \in H^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right): \Psi\left(\theta^{\prime}, \theta_{N}, \theta_{N+1}\right)=-\Psi\left(\theta^{\prime},-\theta_{N}, \theta_{N+1}\right)\right\} \tag{4.20}
\end{equation*}
$$

It is easy to verify that $H_{\text {odd }}^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$ is a closed subspace of $H^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$.
A function $Y \in H_{\text {odd }}^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$ is an eigenfunction of (4.19) if $Y \not \equiv 0$ and

$$
\begin{equation*}
\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \nabla_{\mathbb{S}} Y \cdot \nabla_{\mathbb{S}} \Psi d S=\mu \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} Y \Psi d S \tag{4.21}
\end{equation*}
$$

for all $\Psi \in H_{\text {odd }}^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$.
By classical spectral theory, the set of the eigenvalues of problem (4.19) is an increasing and diverging sequence of positive real numbers $\left\{\mu_{m}\right\}_{m \in \mathbb{N} \backslash\{0\} \text {. In Section } 4.7 \text { we explicitly }}$ determine the sequence $\left\{\mu_{m}\right\}_{m \in \mathbb{N} \backslash\{0\}}$, obtaining that, for all $m \in \mathbb{N} \backslash\{0\}$,

$$
\mu_{m}= \begin{cases}m^{2}+m(N-2 s), & \text { if } N>1  \tag{4.22}\\ (2 m-1)^{2}+(2 m-1)(N-2 s), & \text { if } N=1\end{cases}
$$

Let, for future reference,
$V_{m}$ be the eigenspace of problem (4.19) associated to the eigenvalue $\mu_{m}$,
$M_{m}$ be the dimension of $V_{m}$
$\left\{Y_{m, k}: m \in \mathbb{N} \backslash\{0\}\right.$ and $\left.k \in\left\{1, \ldots, M_{m}\right\}\right\} L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$
be an orthonormal basis of such that $\left\{Y_{m, k}: k=1, \ldots, M_{m}\right\}$ is a basis of $V_{m}$.
Remark 4.1.1. Let $Y$ be an eigenfunction of (4.19) associated to the eigenvalue $m^{2}+m(N-$ $2 s)$. Then $Y$ can not vanish identically on $\mathbb{S}^{\prime}$.

Indeed, if $Y \equiv 0$ on $\mathbb{S}^{\prime}$, the function $V(r \theta):=r^{m} Y(\theta)$ would solve $\operatorname{div}\left(y^{1-2 s} \nabla V\right)=0$ on $\mathbb{R}_{+}^{N+1}$, satisfying both Neumann and Dirichlet boundary condition on $\mathbb{R}^{N} \times\{0\}$. This would contradict the unique continuation principle for elliptic equations with weights in the Muckenhoupt $A_{2}$ class, see [79], [126], and [114, Proposition 2.2].

The main result of this Chapter is a complete classification of asymptotic blow-up profiles at a point $x_{0} \in \partial \Omega$ for solutions of (4.16) and, in turn, for the corresponding solutions of (4.1).

Theorem 4.1.2. Let $N>2 s$ and $\Omega \subset \mathbb{R}^{N}$ be a bounded Lipschitz domain. Let $x_{0} \in \partial \Omega$ and assume that there exist $R>0$ and a function $g$ satisfying (4.10), (4.11), and (4.12). Let $u$ be a non trivial solution of (4.1) in the sense of (4.9), with $h$ satisfying (4.8). Then there exists $m_{0} \in \mathbb{N} \backslash\{0\}$ (which is odd in the case $N=1$ ) and an eigenfunction $Y$ of (4.19) associated to the eigenvalue $m_{0}^{2}+m_{0}(N-2 s)$, such that

$$
\lambda^{-m_{0}} u\left(\lambda x+x_{0}\right) \rightarrow|x|^{m_{0}} \widehat{Y}\left(\frac{x}{|x|}, 0\right) \quad \text { as } \lambda \rightarrow 0^{+} \quad \text { in } H^{s}\left(B_{1}^{\prime}\right)
$$

where $B_{1}^{\prime}:=B_{1}^{\prime}(0)$ has been defined in (4.13), u is trivially extended to zero outside $\Omega$ as in (4.4), and

$$
\widehat{Y}\left(\theta^{\prime}, \theta_{N}, \theta_{N+1}\right)= \begin{cases}Y\left(\theta^{\prime}, \theta_{N}, \theta_{N+1}\right), & \text { if } \theta_{N}<0  \tag{4.26}\\ 0, & \text { if } \theta_{N} \geq 0\end{cases}
$$

Unlike the analogous result for the restricted fractional Laplacian established in [47], the order of homogeneity of limit profiles does not depend on $s$ and it is always an integer. This is a consequence of the regularity of the eigenfunctions of (4.19), see Section 4.7 for further details. In particular, the eigenfunctions of (4.19), after an even reflection through the equator $\theta_{N+1}=0$, turn out to be smooth thanks to [120, Theorem 1.1]; therefore, they are much more regular than the solutions of the corresponding problem on the half-sphere appearing in [47] and presenting mixed boundary conditions, which are responsible for a lower regularity.

Theorem 4.1.2 is proved by passing to the trace in the following blow-up result for solutions of the extended problem (4.17).

Theorem 4.1.3. Let $N>2 s$ and $\Omega \subset \mathbb{R}^{N}$ be a bounded Lipschitz domain. Let $x_{0} \in \partial \Omega$ and assume that there exist $R>0$ and a function $g$ satisfying (4.10), (4.11), and (4.12). Let $U$ be a non trivial solution to (4.17) in the sense of (4.18), with $h$ satisfying (4.8). Then there exist $m_{0} \in \mathbb{N} \backslash\{0\}$ (which is odd in the case $N=1$ ) and eigenfunction $Y$ of (4.19), associated to the eigenvalue $m_{0}^{2}+m_{0}(N-2 s)$, such that, letting $z_{0}=\left(x_{0}, 0\right)$,

$$
\begin{equation*}
\lambda^{-m_{0}} U\left(\lambda z+z_{0}\right) \rightarrow|z|^{m_{0}} \widehat{Y}\left(\frac{z}{|z|}\right) \quad \text { as } \lambda \rightarrow 0^{+} \quad \text { in } H^{1}\left(B_{1}^{+}, y^{1-2 s}\right) \tag{4.27}
\end{equation*}
$$

where $B_{1}^{+}=\left\{z=(x, y) \in \mathbb{R}^{N} \times(0,+\infty):|z|<1\right\}$ and $U$ is trivially extended to zero outside $\mathcal{C}_{\Omega}$.

In Theorem 4.6.1 a more precise characterization of the function $\widehat{Y}$ appearing in (4.26) and (4.27) is given, by writing it as a linear combination of the eigenfunctions $Y_{m_{0}, k}$ with coefficients computed in (4.134).

From Remark 4.1.1, Theorem 4.1.2 and Theorem 4.1.3 we deduce the following unique continuation principles.
Corollary 4.1.4. Let $N>2 s$ and $\Omega \subset \mathbb{R}^{N}$ be a bounded Lipschitz domain. Let $x_{0} \in \partial \Omega$ and assume that there exist $R>0$ and a function $g$ satisfying (4.10), (4.11), and (4.12). Let $u$ be a solution to (4.1) in the sense of (4.9) and $U$ be a solution to (4.17) in the sense of (4.18), with $h$ satisfying (4.8).
(i) If $u(x)=O\left(\left|x-x_{0}\right|^{k}\right)$ as $x \rightarrow x_{0}$ for any $k \in \mathbb{N}$, then $u \equiv 0$ in $\Omega$.
(ii) If $U(z)=O\left(\left|z-\left(x_{0}, 0\right)\right|^{k}\right)$ as $z \rightarrow\left(x_{0}, 0\right)$ for any $k \in \mathbb{N}$, then $U \equiv 0$ on $\mathcal{C}_{\Omega}$.

This Chapter is organized as follows. In Section 4.2 we recall some preliminary results concerning functional inequalities and trace operators. In Section 4.3 we apply the local diffeomorphism introduced in [12], see also [47, Section 2], to write an equivalent formulation of problem (4.17) on a domain with a straightened lateral boundary in a neighbourhood of $x_{0}$, see (4.35). In Section 4.4 we study the Almgren-type frequency function associated to the auxiliary problem (4.35) and prove its boundedness, which is used in Section 4.5 to develop a blow-up analysis. Finally in Section 4.6 we prove our main results and in Section 4.7 we compute the eigenvalues of problem (4.19).

### 4.2 Preliminaries

In this section prove some preliminary results concerning functional inequalities and trace operators.

Remark 4.2.1. Since $B_{r}^{+} \subset B_{r}^{\prime} \times(0,+\infty)$, the trivial extension to 0 is a linear and continuous operator from $H_{0, S_{r}^{+}}^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ to $H_{0, L}^{1}\left(\mathcal{C}_{B_{r}^{\prime}}, y^{1-2 s}\right)$ (see (3.2)).

Proposition 4.2.2. For every $r>0$ the restriction to $H_{0, S_{r}^{+}}^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$, (see (3.2)) of the trace operator

$$
\operatorname{Tr}: H^{1}\left(B_{r}^{+}, y^{1-2 s}\right) \rightarrow H^{s}\left(B_{r}^{\prime}\right)
$$

defined in Section 3.1, coincides with the restriction of $\operatorname{Tr}_{B_{r}^{\prime}}$ to $H_{0, S_{r}^{+}}^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$. In particular, for every $r>0$,

$$
\operatorname{Tr}\left(H_{0, S_{r}^{+}}^{1}\left(B_{r}^{+}, y^{1-2 s}\right)\right) \subseteq \mathbb{H}^{s}\left(B_{r}^{\prime}\right)
$$

Proof. By Remark 4.2.1, the operator $\operatorname{Tr}_{B_{r}^{\prime}}$, see (4.15), is well defined on $H_{0, S_{r}^{+}}^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ and $\operatorname{Tr}_{B_{r}^{\prime}}\left(H_{0, S_{r}^{+}}^{1}\left(B_{r}^{+}, y^{1-2 s}\right)\right) \subseteq \mathbb{H}^{s}\left(B_{r}^{\prime}\right)$. Furthermore for every $u \in C_{\mathrm{c}}^{\infty}\left(B_{r}^{+} \cup B_{r}^{\prime}\right)$, we have $\operatorname{Tr}(u)=$ $u_{\left.\right|_{B_{r}^{\prime} \times\{0\}}}=\operatorname{Tr}_{B_{r}^{\prime}}(u)$. By density we conclude that $\operatorname{Tr}$ and $\operatorname{Tr}_{B_{r}^{\prime}}$ are equal on $H_{0, S_{r}^{+}}^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$.

The following inequality will be used to obtain estimates on the Almgren frequency function.

Proposition 4.2.3. Let $\omega_{N}$ be the $N$-dimensional Lebesgue measure of the unit ball in $\mathbb{R}^{N}$. For any $r>0, v \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ and $f \in L^{\frac{N}{2 s}+\varepsilon}\left(B_{r}^{\prime}\right)$ with $\varepsilon>0$, we have

$$
\begin{equation*}
\int_{B_{r}^{\prime}} f|\operatorname{Tr}(v)|^{2} d x \leq \eta_{f}(r)\left(\int_{B_{r}^{+}} y^{1-2 s}|\nabla v|^{2} d z+\frac{N-2 s}{2 r} \int_{S_{r}^{+}} y^{1-2 s} v^{2} d S\right) \tag{4.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{f}(r):=\mathcal{S}_{N, s} \omega_{N}^{\frac{4 s^{2} \varepsilon}{N(N+2 s \varepsilon)}}\|f\|_{L^{\frac{N}{2 s}+\varepsilon}\left(B_{r}^{\prime}\right)} r^{\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}} \tag{4.29}
\end{equation*}
$$

Proof. By the Hölder inequality

$$
\int_{B_{r}^{\prime}} f|\operatorname{Tr}(v)|^{2} d x \leq\|\operatorname{Tr}(v)\|_{L^{2 *}\left(B_{r}^{\prime}\right)}^{2}\|f\|_{L^{\frac{N}{2 s}+\varepsilon}\left(B_{r}^{\prime}\right)} \omega_{N}^{\frac{4 s^{2} \varepsilon}{N(N+2 s \varepsilon)}} r^{\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}
$$

Then (4.28) follows from (3.5).

### 4.3 Straightening the boundary

Let $x_{0} \in \partial \Omega, R>0$ and $g$ satisfy (4.10), (4.11), and (4.12). Up to a suitable choice of the coordinate system, it is not restrictive to assume that

$$
x_{0}=0, \quad g(0)=0, \quad \nabla g(0)=0 .
$$

Proceeding in the same way of 2.2.1, we use the local diffeomorphism $F$ constructed in [47, Section 2] (see also [12] ) to straighten the boundary of $\mathcal{C}_{\Omega}$ in a neighbourhood of 0 ; for the sake of clarity and completeness we summarize its properties in Propositions 4.3.1 and 4.3.2 below, referring to [47, Section 2] for their proofs. We consider the variable $z=(x, y) \in \mathbb{R}^{N} \times[0, \infty)$ with $x=\left(x^{\prime}, x_{N}\right)=\left(x_{1}, \cdots, x_{N}\right)$. For future reference we define

$$
M_{N}:=\left(\begin{array}{c|c|c}
\operatorname{Id}_{N-1} & 0 & 0  \tag{4.30}\\
\hline 0 & -1 & 0 \\
\hline 0 & 0 & 1
\end{array}\right), \quad M_{N}^{\prime}:=\left(\begin{array}{c|c}
\operatorname{Id}_{N-1} & 0 \\
\hline 0 & -1
\end{array}\right)
$$

where $\operatorname{Id}_{N-1}$ is the identity $(N-1) \times(N-1)$ matrix.
Proposition 4.3.1. [47, Section 2] There exist $F=\left(F_{1}, \ldots, F_{N+1}\right) \in C^{1,1}\left(\mathbb{R}^{N+1}, \mathbb{R}^{N+1}\right)$ and $r_{0}>0$ such that $\left.F\right|_{B_{r_{0}}}: B_{r_{0}} \rightarrow F\left(B_{r_{0}}\right)$ is a diffeomorphism of class $C^{1,1}$,

$$
\begin{aligned}
& F\left(x^{\prime}, 0,0\right)=\left(x^{\prime}, g\left(x^{\prime}\right), 0\right) \quad \text { for all } y^{\prime} \in \mathbb{R}^{N-1}, \\
& F_{N}\left(x^{\prime}, x_{N}, y\right)=y_{N}+g\left(x^{\prime}\right) \quad \text { for all }\left(x^{\prime}, x_{N}, y\right) \in \mathbb{R}^{N-1} \times \mathbb{R} \times \mathbb{R}, \\
& F_{N+1}(y, t)=t, \quad \text { for all }(x, y) \in \mathbb{R}^{N} \times \mathbb{R}, \\
& \alpha(x, y):=\operatorname{det} J_{F}(x, y)>0 \quad \text { in } B_{r_{0}},
\end{aligned}
$$

and

$$
\begin{align*}
& F\left(\left\{\left(x^{\prime}, x_{N}, y\right) \in B_{r_{0}}^{+}: x_{N}=0\right\}\right)=\partial_{L} \mathcal{C}_{\Omega} \cap F\left(B_{r_{0}}^{+}\right),  \tag{4.31}\\
& F\left(\left\{\left(x^{\prime}, x_{N}, y\right) \in B_{r_{0}}^{+}: x_{N}<0\right\}\right)=\mathcal{C}_{\Omega} \cap F\left(B_{r_{0}}^{+}\right), \tag{4.32}
\end{align*}
$$

where $\partial_{L} \mathcal{C}_{\Omega}$ is defined in (4.14) and $J_{F}(x, y)$ is the Jacobian matrix of $F$. Furthermore the following properties hold:
i) $J_{F}$ depends only on the variable $y$ and

$$
J_{F}\left(x^{\prime}, x_{N}\right)=J_{F}(y)=\operatorname{Id}_{N+1}+O(|x|) \quad \text { as }|x| \rightarrow 0^{+}
$$

where $\operatorname{Id}_{N+1}$ denotes the identity $(N+1) \times(N+1)$ matrix and $O(|y|)$ denotes a matrix with all entries being $O(|x|)$ as $|x| \rightarrow 0^{+}$;
ii) $\alpha(y)=\operatorname{det} J_{F}(x)=1+O\left(\left|x^{\prime}\right|^{2}\right)+O\left(x_{N}\right)$ as $\left|y^{\prime}\right| \rightarrow 0^{+}$and $y_{N} \rightarrow 0$;
iii) $\frac{\partial F_{i}}{\partial y}=\frac{\partial F_{N+1}}{\partial x_{i}}=0$ for any $i=1, \ldots, N$ and $\frac{\partial F_{N+1}}{\partial y}=1$.

For every $r>0$, let

$$
\begin{equation*}
\mathcal{Q}_{r}:=\left\{\left(x^{\prime}, x_{N}, y\right) \in B_{r}^{+}: x_{N}<0\right\}, \tag{4.33}
\end{equation*}
$$

so that $F\left(\mathcal{Q}_{r_{0}}\right)=\mathcal{C}_{\Omega} \cap F\left(B_{r_{0}}^{+}\right)$in view of (4.32). If $U \in H_{0, L}^{1}\left(\mathcal{C}_{\Omega}, y^{1-2 s}\right)$ solves (4.17), then the function

$$
\begin{equation*}
W=U \circ F \in H^{1}\left(\mathcal{Q}_{r_{0}}, y^{1-2 s}\right) \tag{4.34}
\end{equation*}
$$

is a weak solution to

$$
\begin{cases}\operatorname{div}\left(y^{1-2 s} A \nabla W\right)=0, & \text { in } \mathcal{Q}_{r_{0}},  \tag{4.35}\\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \alpha \frac{\partial W}{\partial y}=\kappa_{s, N} \bar{h} W, & \text { on } \mathcal{Q}_{r_{0}}^{\prime},\end{cases}
$$

where $\mathcal{Q}_{r}^{\prime}:=\left\{\left(x^{\prime}, x_{N}\right) \in B_{r}^{\prime}: x_{N}<0\right\}$ for all $r>0, A=A(x)$ is the $(N+1) \times(N+1)$ matrix-valued function given by

$$
A(x):=\left(J_{F}(x)\right)^{-1}\left(J_{F}(x)^{-1}\right)^{T}\left|\operatorname{det} J_{F}(x)\right|
$$

and

$$
\begin{equation*}
\bar{h}(x)=\alpha(y) h(F(x, 0)) . \tag{4.36}
\end{equation*}
$$

As observed in [47, Section 2], $A$ has $C^{0,1}$ entries $\left(a_{i j}\right)_{i, j=1}^{N+1}$ and can be written as

$$
A(x)=A\left(x^{\prime}, x_{N}\right)=\left(\begin{array}{c|c}
D\left(x^{\prime}, x_{N}\right) & 0  \tag{4.37}\\
\hline 0 & \alpha\left(x^{\prime}, x_{N}\right)
\end{array}\right)
$$

with

$$
D\left(x^{\prime}, x_{N}\right)=\left(\begin{array}{c|c}
\operatorname{Id}_{N-1}+O\left(\left|x^{\prime}\right|^{2}\right)+O\left(y_{N}\right) & O\left(x_{N}\right)  \tag{4.38}\\
\hline O\left(x_{N}\right) & 1+O\left(\left|x^{\prime}\right|^{2}\right)+O\left(y_{N}\right)
\end{array}\right)
$$

where $\operatorname{Id}_{N-1}$ is the identity $(N-1) \times(N-1)$ matrix, $O\left(x_{N}\right)$ and $O\left(\left|x^{\prime}\right|^{2}\right)$ denote blocks of matrices with all elements being $O\left(x_{N}\right)$ as $x_{N} \rightarrow 0$ and $O\left(\left|x^{\prime}\right|^{2}\right)$ as $\left|x^{\prime}\right| \rightarrow 0$ respectively. In particular, in view of (4.37)-(4.38) we have

$$
\begin{equation*}
a_{N j}\left(x^{\prime}, 0\right)=a_{j N}\left(x^{\prime}, 0\right)=0 \quad \text { for all } j=1, \ldots, N-1 \tag{4.39}
\end{equation*}
$$

Having in mind to reflect our problem through the hyperplane $y_{N}=0$, we define

$$
\begin{align*}
& \widetilde{A}\left(x^{\prime}, x_{N}\right):= \begin{cases}A\left(x^{\prime}, x_{N}\right), & \text { if } x_{N} \leq 0, \\
M_{N} A\left(x^{\prime},-x_{N}\right) M_{N}, & \text { if } x_{N}>0,\end{cases}  \tag{4.40}\\
& \widetilde{D}\left(x^{\prime}, x_{N}\right):= \begin{cases}D\left(x^{\prime}, x_{N}\right), & \text { if } x_{N} \leq 0, \\
M_{N}^{\prime} D\left(x^{\prime},-x_{N}\right) M_{N}^{\prime}, & \text { if } x_{N}>0,\end{cases} \tag{4.41}
\end{align*}
$$

with $M_{N}, M_{N}^{\prime}$ as in (4.30), and

$$
\widetilde{\alpha}\left(x^{\prime}, x_{N}\right):= \begin{cases}\alpha\left(x^{\prime}, x_{N}\right), & \text { if } x_{N} \leq 0  \tag{4.42}\\ \alpha\left(x^{\prime},-x_{N}\right), & \text { if } x_{N}>0\end{cases}
$$

where $\alpha(x)=\operatorname{det} J_{F}(x)$. We observe that the Lipschitz continuity of $A$ and (4.39) imply that the entries of $\widetilde{A}$ are of class $C^{0,1}$. Furthermore, $\widetilde{A}$ is symmetric and, possibly choosing $r_{0}$ smaller from the beginning,

$$
\begin{equation*}
\|\widetilde{A}(x)\|_{\mathcal{L}\left(\mathbb{R}^{N+1}, \mathbb{R}^{N+1}\right)} \leq 2 \quad \text { and } \quad \frac{1}{2}|z|^{2} \leq \widetilde{A}(x) z \cdot z \leq 2|z|^{2} \quad \text { for all } z \in \mathbb{R}^{N+1}, y \in \overline{B_{r_{0}}^{\prime}} \tag{4.43}
\end{equation*}
$$

where $\|\cdot\|_{\mathcal{L}\left(\mathbb{R}^{N+1,} \mathbb{R}^{N+1}\right)}$ denotes the operator norm on the space of bounded linear operators from $\mathbb{R}^{N+1}$ into itself. We also observe that (4.37)-(4.38) imply the expansion

$$
\begin{equation*}
\widetilde{A}(x)=\operatorname{Id}_{N+1}+O(|x|) \quad \text { as }|x| \rightarrow 0^{+} . \tag{4.44}
\end{equation*}
$$

Letting $\widetilde{A}$ and $\widetilde{D}$ be as in (4.40)-(4.41), we define

$$
\begin{equation*}
\mu(z):=\frac{\widetilde{A}(x) z \cdot z}{|z|^{2}} \quad \text { and } \quad \beta(z):=\frac{\widetilde{A}(x) z}{\mu(z)} \quad \text { for every } z=(x, t) \in \overline{B_{r_{0}}^{+}} \backslash\{0\}, \tag{4.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta^{\prime}(x):=\frac{\widetilde{D}(x) x}{\mu(x, 0)} \quad \text { for every } y \in \overline{B_{r_{0}}^{\prime}} . \tag{4.46}
\end{equation*}
$$

For every $z=\left(z_{1}, \ldots, z_{N+1}\right) \in \mathbb{R}^{N+1}$ and $x \in \overline{B_{r_{0}}^{\prime}}, d \widetilde{A}(x) z z$ is defined as the vector of $\mathbb{R}^{N+1}$ with $i$-th component given by

$$
\begin{equation*}
(d \widetilde{A}(x) z z)_{i}=\sum_{h, k=1}^{N+1} \frac{\partial \widetilde{a}_{k h}}{\partial z_{i}}(x) z_{h} z_{k}, \quad i=1, \cdots, N+1, \tag{4.47}
\end{equation*}
$$

where $\left(\widetilde{a}_{k, h}\right)_{k, h=1}^{N+1}$ are the entries of the matrix $\widetilde{A}$ in (4.40).
Proposition 4.3.2. Let $\mu, \beta$, and $\beta^{\prime}$ be as in (4.45)-(4.46). Then, possibly choosing $r_{0}$ smaller from the beginning, we have

$$
\begin{align*}
& \frac{1}{2} \leq \mu(z) \leq 2 \quad \text { for any } z \in \overline{B_{r_{0}}^{+}} \backslash\{0\},  \tag{4.48}\\
& \mu(z)=1+O(|z|), \quad \nabla \mu(z)=O(1) \quad \text { as }|z| \rightarrow 0^{+} . \tag{4.49}
\end{align*}
$$

Moreover $\beta$ and $\beta^{\prime}$ are well-defined and

$$
\begin{align*}
& \beta(z)=z+O\left(|z|^{2}\right)=O(|z|) \quad \text { as }|z| \rightarrow 0^{+},  \tag{4.50}\\
& J_{\beta}(z)=\widetilde{A}(x)+O(|z|)=\operatorname{Id}_{N+1}+O(|z|), \operatorname{div}(\beta)(z)=N+1+O(|z|) \text { as }|z| \rightarrow 0^{+},  \tag{4.51}\\
& \beta^{\prime}(x)=x+O\left(|x|^{2}\right)=O(|x|), \quad \operatorname{div}\left(\beta^{\prime}\right)(x)=N+O(|x|) \quad \text { as }|x| \rightarrow 0^{+} . \tag{4.52}
\end{align*}
$$

Proof. (4.48) easily follows from (4.43). We refer to [47, Lemma 2.1] for the proof of (4.49). As a direct consequence, $\beta$ and $\beta^{\prime}$ are well-defined. From (4.50) and (4.51), whose proof is contained in [47, Lemma 2.2], we derive (4.52), after noting that $\beta^{\prime}$ coincides with the first $N$-components of the vector $\beta$.

Remark 4.3.3. From the Lipschitz continuity of $\widetilde{A}$ observed above and Proposition 4.3 .2 we have

$$
\begin{align*}
& \tilde{A} \in C^{0,1}\left(B_{r_{0}}^{+}, \mathbb{R}^{(N+1)^{2}}\right), \mu \in C^{0,1}\left(B_{r_{0}}^{+}\right), \frac{1}{\mu} \in C^{0,1}\left(B_{r_{0}}^{+}\right), \beta \in C^{0,1}\left(B_{r_{0}}^{+}, \mathbb{R}^{N+1}\right)  \tag{4.53}\\
& J_{\beta} \in L^{\infty}\left(B_{r_{0}}^{+}, \mathbb{R}^{(N+1)^{2}}\right), \operatorname{div}(\beta) \in L^{\infty}\left(B_{r_{0}}^{+}\right), \beta^{\prime} \in L^{\infty}\left(B_{r_{0}}^{\prime}, \mathbb{R}^{N}\right), \operatorname{div}\left(\beta^{\prime}\right) \in L^{\infty}\left(B_{r_{0}}^{\prime}\right) .
\end{align*}
$$

Remark 4.3.4. If $v \in H_{0, L}^{1}\left(\mathcal{C}_{\Omega}, y^{1-2 s}\right)$, then $\left.(v \circ F)\right|_{\mathcal{Q}_{r_{0}}} \in H^{1}\left(\mathcal{Q}_{r_{0}}, y^{1-2 s}\right)$ by Proposition 4.3.1, and

$$
\begin{equation*}
(v \circ F)(z)=0 \quad \text { for any } z \in\left\{\left(x^{\prime}, x_{N}, y\right) \in B_{r_{0}}^{+}: x_{N}=0\right\} \tag{4.54}
\end{equation*}
$$

in view of (4.31). Equality (4.54) is meant in the sense of the classical theory of traces for Sobolev spaces; this is possible thanks to the fact that $H^{1}\left(E, y^{1-2 s}\right) \subset W^{1,1}(E)$ for any bounded open set $E \subseteq \mathbb{R}^{N} \times(0, \infty)$.

If $W$ is a solution to (4.35), let $\widetilde{W}$ be defined as follows

$$
\widetilde{W}\left(x^{\prime}, x_{N}, y\right):= \begin{cases}W\left(x^{\prime}, x_{N}, y\right), & \text { if }\left(x^{\prime}, x_{N}, y\right) \in \mathcal{Q}_{r_{0}},  \tag{4.55}\\ -W\left(x^{\prime},-x_{N}, y\right), & \text { if }\left(x^{\prime}, x_{N}, y\right) \in B_{r_{0}}^{+} \text {and } y_{N}>0 .\end{cases}
$$

For the sake of convenience we will still denote $\widetilde{W}$ with $W$. Letting $\bar{h}$ be defined in (4.36), we also consider the following function

$$
\widetilde{h}\left(x^{\prime}, x_{N}\right):= \begin{cases}\bar{h}\left(x^{\prime}, x_{N}\right), & \text { if }\left(x^{\prime}, x_{N}\right) \in \mathcal{Q}_{r_{0}}^{\prime},  \tag{4.56}\\ \bar{h}\left(x^{\prime},-x_{N}\right), & \text { if }\left(x^{\prime}, x_{N}\right) \in B_{r_{0}}^{\prime}, \text { and } x_{N}>0 .\end{cases}
$$

It is easy to verify that $W \in H^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$ thanks to Remark 4.3.4 and

$$
\begin{equation*}
\widetilde{h} \in W^{1, \frac{N}{2 s}+\varepsilon}\left(B_{r_{0}}^{\prime}\right) \tag{4.57}
\end{equation*}
$$

thanks to (4.8), (4.36) and Proposition 4.3.1. Furthermore $W$ weakly solves

$$
\begin{cases}\operatorname{div}\left(y^{1-2 s} \tilde{A} \nabla W\right)=0, & \text { on } B_{r_{0}}^{+},  \tag{4.58}\\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \widetilde{\alpha} \frac{\partial W}{\partial y}=\kappa_{s, N} \widetilde{h} \operatorname{Tr}(W), & \text { on } B_{r_{0}}^{\prime}\end{cases}
$$

with $\widetilde{\alpha}$ defined in (4.42), $\widetilde{h}$ in (4.56) and $\widetilde{A}$ in (4.40), namely

$$
\begin{equation*}
\int_{B_{r_{0}}^{+}} y^{1-2 s} \tilde{A} \nabla W \cdot \nabla \phi d z=\kappa_{s, N} \int_{B_{r_{0}}^{\prime}} \widetilde{h} \operatorname{Tr}(W) \operatorname{Tr}(\phi) d y \quad \text { for all } \phi \in H_{0, S_{r_{0}}^{+}}^{1}\left(B_{r_{1}}^{+}, y^{1-2 s}\right) . \tag{4.5}
\end{equation*}
$$

Thanks to Proposition 4.2.2, (4.57) and the Hölder inequality, the second member of (4.59) is well-defined.

Remark 4.3.5. In [75, Theorem 2.1] it is proved that, if $W \in H^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$ is a weak solution to (4.59) with $\widetilde{A}$ and $\widetilde{h}$ satisfying (4.37), (4.40), (4.53), (4.48), (4.57), then

$$
\begin{equation*}
\nabla_{x} W \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right) \quad \text { and } \quad y^{1-2 s} \frac{\partial W}{\partial y} \in H^{1}\left(B_{r}^{+}, y^{2 s-1}\right) \tag{4.60}
\end{equation*}
$$

for all $r \in\left(0, r_{0}\right)$. Furthermore

$$
\left\|\nabla_{x} W\right\|_{H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)}+\left\|y^{1-2 s} \frac{\partial W}{\partial y}\right\|_{H^{1}\left(B_{r}^{+}, y^{2 s-1}\right)} \leq C\|W\|_{H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)}
$$

for a positive constant $C>0$ independent of $W$. More precisely, $C$ depends only on $N, s, r$, $r_{0},\|\widetilde{h}\|_{W^{1, \frac{N}{2 s}\left(B_{r_{0}}^{\prime}\right)}},\|\widetilde{A}\|_{W^{1, \infty}\left(B_{r_{0}}^{+}, \mathbb{R}^{(N+1)^{2}}\right)}$.

Remark 4.3.6. If $W \in H^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$ is a weak solution to (4.59), the regularity result (4.60) and (3.4) ensure that, for all $\phi \in H^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$ and $r \in\left(0, r_{0}\right), y^{1-2 s} \operatorname{Tr}_{1}\left(\widetilde{D} \nabla_{x} W \cdot x\right) \operatorname{Tr}_{1} \phi \in$ $L^{1}\left(S_{r}^{+}\right)$; moreover the function

$$
r \mapsto \int_{S_{r}^{+}} y^{1-2 s}\left(\widetilde{D} \nabla_{x} W \cdot x\right) \phi d S
$$

is continuous in $\left(0, r_{0}\right)$. Furthermore, since $y^{1-2 s} \frac{\partial W}{\partial y} \in H^{1}\left(B_{r}^{+}, y^{2 s-1}\right)$ for all $r \in\left(0, r_{0}\right)$ by (4.60), for all $\phi \in H^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$ and $r \in\left(0, r_{0}\right)$ we also have $y^{1-2 s} \widetilde{\alpha} \frac{\partial W}{\partial y} y \phi \in W^{1,1}\left(B_{r}^{+}\right)$, so that $\operatorname{Tr}_{1}\left(y^{1-2 s} \widetilde{\alpha} \frac{\partial W}{\partial y} y \phi\right) \in L^{1}\left(S_{r}^{+}\right)$; moreover the function

$$
r \mapsto \int_{S_{r}^{+}} y^{1-2 s} \widetilde{\alpha} \frac{\partial W}{\partial y} y \phi d S
$$

is continuous in $\left(0, r_{0}\right)$. We conclude that, for all $\phi \in H^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$, the function

$$
y^{1-2 s}(\widetilde{A} \nabla W \cdot z) \phi=y^{1-2 s}\left(\widetilde{D} \nabla_{x} W \cdot x\right) \phi+y^{1-2 s} \widetilde{\alpha} \frac{\partial W}{\partial y} t \phi
$$

has a trace on $S_{r}^{+}$for all $r \in\left(0, r_{0}\right)$ and the function

$$
r \mapsto \int_{S_{r}^{+}} y^{1-2 s}(\widetilde{A} \nabla W \cdot z) \phi d S
$$

is continuous in $\left(0, r_{0}\right)$.
The following result provides an integration by parts formula which will be useful in Section 4.5.

Proposition 4.3.7. Let $W$ be a weak solution to (4.58). For all $r \in\left(0, r_{0}\right)$ and $\phi \in$ $H^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$

$$
\begin{equation*}
\int_{B_{r}^{+}} y^{1-2 s} \widetilde{A} \nabla W \cdot \nabla \phi d z=\frac{1}{r} \int_{S_{r}^{+}} y^{1-2 s}(\widetilde{A} \nabla W \cdot z) \phi d S+\kappa_{s, N} \int_{B_{r}^{\prime}} \widetilde{h} \operatorname{Tr}(W) \operatorname{Tr}(\phi) d x \tag{4.61}
\end{equation*}
$$

Proof. By density it is enough to prove (4.61) for $\phi \in C^{\infty}\left(\overline{B_{r_{0}}^{+}}\right)$. Let $r \in\left(0, r_{0}\right)$. For every $n \in \mathbb{N}$, let

$$
\eta_{n}(z):=\left\{\begin{array}{lll}
1, & \text { if } \quad 0 \leq|z| \leq r-\frac{1}{n} \\
n(r-|z|), & \text { if } & r-\frac{1}{n} \leq|z| \leq r \\
0, & \text { if } & |z| \geq r
\end{array}\right.
$$

Testing (4.59) with $\phi \eta_{n}$ and passing to the limit as $n \rightarrow \infty$, we obtain (4.61) thanks to the integral mean value theorem and Remark 4.3.6.

Remark 4.3.8. For all $r \in\left(0, r_{0}\right]$ and any $v \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$, thanks to (4.28), (4.43) and (4.48),

$$
\begin{aligned}
\int_{B_{r}^{+}} y^{1-2 s}|\nabla v|^{2} d z \leq 2 \int_{B_{r}^{+}} & y^{1-2 s} \widetilde{A} \nabla v \cdot \nabla v d z-2 \kappa_{N, s} \int_{B_{r}^{\prime}} \widetilde{h}|\operatorname{Tr}(v)|^{2} d x \\
& +2 \kappa_{N, s} \eta_{\tilde{h}}(r)\left(\int_{B_{r}^{+}} y^{1-2 s}|\nabla v|^{2} d z+\frac{N-2 s}{r} \int_{S_{r}^{+}} y^{1-2 s} \mu v^{2} d S\right)
\end{aligned}
$$

Therefore, if $\eta_{\tilde{h}}(r)<\frac{1}{2 \kappa_{N, s}}$,

$$
\begin{align*}
& \int_{B_{r}^{+}} y^{1-2 s}|\nabla v|^{2} d z \leq \frac{2}{1-2 \kappa_{N, s} \eta_{\tilde{h}}(r)}\left(\int_{B_{r}^{+}} y^{1-2 s} \tilde{A} \nabla v \cdot \nabla v d z-\kappa_{N, s} \int_{B_{r}^{\prime}} \widetilde{h}|\operatorname{Tr}(v)|^{2} d x\right) \\
&+\frac{2(N-2 s) \kappa_{N, s} \eta_{\tilde{h}}(r)}{\left(1-2 \kappa_{N, s} \eta_{\tilde{h}}(r)\right) r} \int_{S_{r}^{+}} y^{1-2 s} \mu v^{2} d S \tag{4.62}
\end{align*}
$$

### 4.4 The Monotonicity Formula

Let $W$ be a non trivial weak solution of (4.58). For any $r \in\left(0, r_{0}\right]$ we define the height function and the energy function as

$$
\begin{align*}
H(r) & :=\frac{1}{r^{N+1-2 s}} \int_{S_{r}^{+}} y^{1-2 s} \mu W^{2} d S  \tag{4.63}\\
D(r) & :=\frac{1}{r^{N-2 s}}\left(\int_{B_{r}^{+}} y^{1-2 s} \widetilde{A} \nabla W \cdot \nabla W d z-\kappa_{N, s} \int_{B_{r}^{\prime}} \widetilde{h}|\operatorname{Tr} W|^{2} d x\right) \tag{4.64}
\end{align*}
$$

respectively. Eventually choosing $r_{0}$ smaller from the beginning, we may assume that

$$
\begin{equation*}
\eta_{\tilde{h}}(r)<\frac{1}{4 \kappa_{N, s}} \quad \text { for all } r \in\left(0, r_{0}\right] \tag{4.65}
\end{equation*}
$$

so that (4.62) holds for every $r \in\left(0, r_{0}\right]$.
Proposition 4.4.1. Let $H$ and $D$ be as in (4.63) and (4.64). Then $H \in W_{\text {loc }}^{1,1}\left(\left(0, r_{0}\right]\right)$ and

$$
\begin{equation*}
H^{\prime}(r)=\frac{2}{r^{N+1-2 s}} \int_{S_{r}^{+}} y^{1-2 s} \mu W \frac{\partial W}{\partial \nu} d S+H(r) O(1) \quad \text { as } r \rightarrow 0^{+} \tag{4.66}
\end{equation*}
$$

in the sense of distributions and almost everywhere, where $\nu$ is the outer normal vector to $B_{r}^{+}$on $S_{r}^{+}$, i.e. $\nu(z):=\frac{z}{|z|}$. Moreover, almost everywhere we have

$$
\begin{equation*}
H^{\prime}(r)=\frac{2}{r^{N+1-2 s}} \int_{S_{r}^{+}} y^{1-2 s}(\widetilde{A} \nabla W \cdot \nu) W d S+H(r) O(1) \quad \text { as } r \rightarrow 0^{+} \tag{4.67}
\end{equation*}
$$

and

$$
\begin{equation*}
H^{\prime}(r)=\frac{2}{r} D(r)+H(r) O(1) \quad \text { as } r \rightarrow 0^{+} \tag{4.68}
\end{equation*}
$$

Proof. The proof is similar to that of [47, Lemma 3.1] thus we omit it.
Proposition 4.4.2. We have $H(r)>0$ for every $r \in\left(0, r_{0}\right]$.
Proof. Let us assume by contradiction that there exists $r \in\left(0, r_{0}\right]$ such that $H(r)=0$. Then, from (4.63) and (4.48) we deduce that $W \equiv 0$ on $S_{r}^{+}$. Thus we can test (4.59) with $W$, obtaining that
$0=\int_{B_{r}^{+}} y^{1-2 s} \widetilde{A} \nabla W \cdot \nabla W d z-\kappa_{N, s} \int_{B_{r}^{\prime}} \widetilde{h}|\operatorname{Tr}(W)|^{2} d x \geq\left(\frac{1}{2}-\kappa_{N, s} \eta_{\tilde{h}}(r)\right)\|\nabla W\|_{L^{2}\left(B_{r}^{+}, y^{1-2 s}\right)}^{2}$, thanks to (4.62). Then, by (4.65) we can conclude that $W \equiv 0$ on $B_{r}^{+}$; this implies that $W \equiv 0$ on $B_{r_{0}}^{+}$by classical unique continuation principles for second order elliptic operators with Lipschitz coefficients (see e.g. [79]), giving rise to a contradiction.

The following proposition contains a Pohozaev-type identity for problem (4.58). For its proof we refer to [75, Proposition 2.3], where a more general version is established exploiting some Sobolev-type regularity results.

Proposition 4.4.3. [75, Proposition 2.3] Let $W$ be a weak solution to equation (4.58). Then, for a.e. $r \in\left(0, r_{0}\right)$,

$$
\begin{align*}
& \int_{S_{r}^{+}} y^{1-2 s} \widetilde{A} \nabla W \cdot \nabla W d S-\kappa_{N, s} \int_{S_{r}^{\prime}} \widetilde{h}|\operatorname{Tr}(W)|^{2} d S^{\prime} \\
& =2 \int_{S_{r}^{+}} y^{1-2 s} \frac{|\widetilde{A} \nabla W \cdot \nu|^{2}}{\mu} d S-\frac{\kappa_{N, s}}{r} \int_{B_{r}^{\prime}}\left(\operatorname{div}_{\mathrm{y}}\left(\beta^{\prime}\right) \widetilde{h}+\beta^{\prime} \cdot \nabla \widetilde{h}\right)|\operatorname{Tr}(W)|^{2} d y \\
& +\frac{1}{r} \int_{B_{r}^{+}} y^{1-2 s} \widetilde{A} \nabla W \cdot \nabla W \operatorname{div}(\beta) d z-\frac{2}{r} \int_{B_{r}^{+}} y^{1-2 s} J_{\beta}(\widetilde{A} \nabla W) \cdot \nabla W d z \\
& +\frac{1}{r} \int_{B_{r}^{+}} y^{1-2 s}(d \widetilde{A} \nabla W \nabla W) \cdot \beta d z+\frac{1-2 s}{r} \int_{B_{r}^{+}} y^{1-2 s} \frac{\widetilde{\alpha}}{\mu} \widetilde{A} \nabla W \cdot \nabla W d z, \tag{4.69}
\end{align*}
$$

where $\mu$ and $\beta$ are defined in (4.45), $\widetilde{\alpha}$ in (4.42), $\beta^{\prime}$ in (4.46), $\nu$ is the outer normal vector to $B_{r}^{+}$on $S_{r}^{+}$, i.e. $\nu(z)=\frac{z}{|z|}$, and $d S^{\prime}$ denotes the volume element on $(N-1)$-dimensional spheres.

Remark 4.4.4. As in Remark 4.3.6, by the Coarea Formula we have

$$
\int_{B_{r_{0}}^{\prime}}|\widetilde{h}||\operatorname{Tr}(W)|^{2} d x=\int_{0}^{r_{0}}\left(\int_{S_{\rho}^{\prime}}|\widetilde{h}||\operatorname{Tr}(W)|^{2} d S^{\prime}\right) d \rho
$$

hence $\rho \rightarrow \int_{S_{\rho}^{\prime}} \widetilde{h}|\operatorname{Tr}(W)|^{2} d S^{\prime}$ is a well-defined $L^{1}\left(0, r_{0}\right)$-function, as a consequence of (4.57), (3.5) and the Hölder inequality.

Proposition 4.4.5. Let $D$ be as in (4.64). Then $D \in W_{\text {loc }}^{1,1}\left(\left(0, r_{0}\right]\right)$ and

$$
\begin{equation*}
D^{\prime}(r)=2 r^{2 s-N} \int_{S_{r}^{+}} y^{1-2 s} \frac{|\widetilde{A} \nabla W \cdot \nu|^{2}}{\mu} d S+O\left(r^{-1+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\right)\left[D(r)+\frac{N-2 s}{2} H(r)\right] \tag{4.70}
\end{equation*}
$$

as $r \rightarrow 0^{+}$, in the sense of distributions and almost everywhere.
Proof. By the Coarea Formula $D \in W_{\mathrm{loc}}^{1,1}\left(\left(0, r_{0}\right]\right)$ and

$$
\begin{align*}
& D^{\prime}(r)=(2 s-N) r^{2 s-N-1}\left(\int_{B_{r}^{+}} y^{1-2 s} \widetilde{A} \nabla W \cdot \nabla W d z-\kappa_{N, s} \int_{B_{r}^{\prime}} \widetilde{h}|\operatorname{Tr}(W)|^{2} d x\right) \\
&+r^{2 s-N}\left(\int_{S_{r}^{+}} y^{1-2 s} \widetilde{A} \nabla W \cdot \nabla W d S-\kappa_{N, s} \int_{S_{r}^{\prime}} \widetilde{h}|\operatorname{Tr}(W)|^{2} d S^{\prime}\right) \tag{4.71}
\end{align*}
$$

a.e. and in the sense of distributions in $\left(0, r_{0}\right)$. Using (4.69) to estimate the second term on the right hand side of $(4.71)$, for a.e. $r \in\left(0, r_{0}\right)$ we have

$$
\begin{align*}
& D^{\prime}(r)=(2 s-N) r^{2 s-N-1}\left(\int_{B_{r}^{+}} y^{1-2 s} \widetilde{A} \nabla W \cdot \nabla W d z-\kappa_{N, s} \int_{B_{r}^{\prime}} \widetilde{h}|\operatorname{Tr}(W)|^{2} d x\right) \\
& +r^{2 s-N}\left(2 \int_{S_{r}^{+}} y^{1-2 s} \frac{|\widetilde{A} \nabla W \cdot \nu|^{2}}{\mu} d S-\frac{\kappa_{N, s}}{r} \int_{B_{r}^{\prime}}\left(\operatorname{div}_{\mathrm{y}}\left(\beta^{\prime}\right) \widetilde{h}+\beta^{\prime} \cdot \nabla \widetilde{h}\right)|\operatorname{Tr}(W)|^{2} d y\right) \\
& +r^{2 s-N}\left(\frac{1}{r} \int_{B_{r}^{+}} y^{1-2 s} \widetilde{A} \nabla W \cdot \nabla W \operatorname{div}(\beta) d z-\frac{2}{r} \int_{B_{r}^{+}} y^{1-2 s} J_{\beta}(\widetilde{A} \nabla W) \cdot \nabla W d z\right) \\
& +r^{2 s-N}\left(\frac{1}{r} \int_{B_{r}^{+}} y^{1-2 s}(d \widetilde{A} \nabla W \nabla W) \cdot \beta d z+\frac{1-2 s}{r} \int_{B_{r}^{+}} y^{1-2 s} \frac{\widetilde{\alpha}}{\mu} \widetilde{A} \nabla W \cdot \nabla W d z\right) . \tag{4.72}
\end{align*}
$$

Furthermore, thanks to point ii) of Proposition 4.3.1, (4.42), (4.43), (4.48), (4.49), (4.50), (4.51), and (4.62), we deduce that

$$
\begin{align*}
& r^{2 s-N-1} \int_{B_{r}^{+}} y^{1-2 s}\left[\left(2 s-N+\operatorname{div}(\beta)+(1-2 s) \frac{\widetilde{\alpha}}{\mu}\right) \widetilde{A} \nabla W \cdot \nabla W-2 J_{\beta}(\widetilde{A} \nabla W) \cdot \nabla W\right] d z \\
& +r^{2 s-N-1} \int_{B_{r}^{+}} y^{1-2 s}(d \widetilde{A} \nabla W \nabla W) \cdot \beta d z=O(r) r^{2 s-N-1} \int_{B_{r}^{+}} y^{1-2 s}|\nabla W|^{2} d z \\
& =O(1)\left[D(r)+\frac{N-2 s}{2} H(r)\right] \text { as } r \rightarrow 0^{+} \tag{4.73}
\end{align*}
$$

where we used also the fact that $d \widetilde{A} \nabla W \nabla W=O(1)|\nabla W|^{2}$ as $r \rightarrow 0^{+}$by (4.47) and (4.53).
In addition, recalling that $\tilde{h} \in W^{1, \frac{N}{2 s}+\varepsilon}\left(B_{r_{1}}^{\prime}\right)$, from (4.28), (4.29), (4.53) and (4.62) it follows that

$$
\begin{align*}
r^{2 s-N-1} \int_{B_{r}^{\prime}}\left[\left(2 s-N+\operatorname{div}_{\mathrm{y}}\left(\beta^{\prime}\right)\right) \widetilde{h}+\beta^{\prime} \cdot \nabla \widetilde{h}\right] \mid & \left.\operatorname{Tr}(W)\right|^{2} d x \\
& =O\left(r^{-1+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\right)\left[D(r)+\frac{N-2 s}{2} H(r)\right] \tag{4.74}
\end{align*}
$$

as $r \rightarrow 0^{+}$. Combining (4.72), (4.73) and (4.74), we obtain (4.70).
For every $r \in\left(0, r_{0}\right.$ ] we define the frequency function

$$
\begin{equation*}
\mathcal{N}(r):=\frac{D(r)}{H(r)} \tag{4.75}
\end{equation*}
$$

Definition (4.75) is well-posed thanks to Proposition 4.4.2.
Proposition 4.4.6. We have $\mathcal{N} \in W_{\mathrm{loc}}^{1,1}\left(\left(0, r_{0}\right]\right)$ and

$$
\begin{equation*}
\mathcal{N}(r)>-\frac{N-2 s}{2} \quad \text { for every } r \in\left(0, r_{0}\right] \tag{4.76}
\end{equation*}
$$

Furthermore, if $\nu(z):=\frac{z}{|z|}$ is the outer normal vector to $B_{r}^{+}$on $S_{r}^{+}$and

$$
\mathcal{V}(r):=2 r \frac{\left(\int_{S_{r}^{+}} y^{1-2 s} \mu W^{2} d S\right)\left(\int_{S_{r}^{+}} y^{1-2 s} \frac{|A \nabla W \cdot \nu|^{2}}{\mu} d S\right)-\left(\int_{S_{r}^{+}} y^{1-2 s} W A \nabla W \cdot \nu d S\right)^{2}}{\left(\int_{S_{r}^{+}} y^{1-2 s} \mu W^{2} d S\right)^{2}}
$$

then

$$
\begin{equation*}
\mathcal{V}(r) \geq 0 \quad \text { for a.e. } r \in\left(0, r_{0}\right) \tag{4.77}
\end{equation*}
$$

and, for a.e. $r \in\left(0, r_{0}\right)$,

$$
\begin{equation*}
\mathcal{N}^{\prime}(r)-\mathcal{V}(r)=O\left(r^{-1+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\right)\left[\mathcal{N}(r)+\frac{N-2 s}{2}\right] \quad \text { as } r \rightarrow 0^{+} \tag{4.78}
\end{equation*}
$$

Proof. Since $D \in W_{\text {loc }}^{1,1}\left(\left(0, r_{0}\right]\right)$ and $\frac{1}{H} \in W_{\text {loc }}^{1,1}\left(\left(0, r_{0}\right]\right)$ by Proposition 4.4.1 and Proposition 4.4.2, then $\mathcal{N} \in W_{\text {loc }}^{1,1}\left(\left(0, r_{0}\right]\right)$. Furthermore we recall that (4.62) holds for every $r \in\left(0, r_{1}\right]$, thus

$$
\begin{equation*}
\mathcal{N}(r) \geq-\kappa_{N, s}(N-2 s) \eta_{\tilde{h}}(r) \tag{4.79}
\end{equation*}
$$

for every $r \in\left(0, r_{0}\right]$ and, in virtue of this, (4.76) directly follows from (4.65). Moreover (4.77) is a consequence of the Cauchy-Schwarz inequality in $L^{2}\left(S_{r}^{+}, y^{1-2 s}\right)$. From (4.67), (4.68) and (4.70) we deduce that

$$
\begin{align*}
\mathcal{N}^{\prime}(r)= & \frac{D^{\prime}(r) H(r)-D(r) H^{\prime}(r)}{(H(r))^{2}}=\frac{D^{\prime}(r) H(r)-\frac{r}{2}\left(H^{\prime}(r)\right)^{2}+O(r) H(r) H^{\prime}(r)}{(H(r))^{2}} \\
= & \mathcal{V}(r)+O(r)+O\left(r^{-1+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\right)\left[\mathcal{N}(r)+\frac{N-2 s}{2}\right] \\
& +\frac{O\left(r^{-N+2 s}\right)}{H(r)} \int_{S_{r}^{+}} y^{1-2 s}(A \nabla W \cdot \nu) W d S \tag{4.80}
\end{align*}
$$

as $r \rightarrow 0^{+}$. In order to deal with the last term in (4.80), we observe that, for a.e. $r \in\left(0, r_{0}\right)$,

$$
\int_{S_{r}^{+}} y^{1-2 s}(A \nabla W \cdot \nu) W d S=r^{N-2 s} D(r)+H(r) O\left(r^{N+1-2 s}\right) \quad \text { as } r \rightarrow 0^{+}
$$

in virtue of (4.67) and (4.68). Thus, substituting into (4.80), we conclude that

$$
\mathcal{N}^{\prime}(r)=\mathcal{V}(r)+O\left(r^{-1+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\right)\left[\mathcal{N}(r)+\frac{N-2 s}{2}\right] \quad \text { as } r \rightarrow 0^{+}
$$

where we have used that $\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}<1$ since $\varepsilon \in(0,1)$ and $N>2 s$. Estimate (4.78) is thereby proved.

Proposition 4.4.7. There exists a constant $C>0$ such that, for every $r \in\left(0, r_{0}\right]$,

$$
\begin{equation*}
\mathcal{N}(r) \leq C \tag{4.81}
\end{equation*}
$$

Proof. From (4.77) and (4.78) we deduce that there exists a constant $c>0$ such that

$$
\begin{equation*}
\left(\mathcal{N}(r)+\frac{N-2 s}{2}\right)^{\prime} \geq-c r^{-1+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\left(\mathcal{N}(r)+\frac{N-2 s}{2}\right) \quad \text { for a.e. } r \in\left(0, r_{1}\right) \tag{4.82}
\end{equation*}
$$

for some $r_{1} \in\left(0, r_{0}\right)$ sufficiently small. Hence, thanks to (4.76), we are allowed to divide each member of (4.82) by $\mathcal{N}(r)+\frac{N-2 s}{2}$, obtaining that

$$
\left(\log \left(\mathcal{N}(r)+\frac{N-2 s}{2}\right)\right)^{\prime} \geq-c r^{-1+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}} \quad \text { for a.e. } r \in\left(0, r_{1}\right)
$$

Then, integrating over $\left(r, r_{1}\right)$ with $r<r_{1}$, we have

$$
\mathcal{N}(r) \leq-\frac{N-2 s}{2}+\exp \left(c \frac{N+2 s \varepsilon}{4 s^{2} \varepsilon} r_{1}^{\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\right)\left(\mathcal{N}\left(r_{1}\right)+\frac{N-2 s}{2}\right) \quad \text { for every } r \in\left(0, r_{1}\right)
$$

which proves (4.81), taking into account the continuity of $\mathcal{N}$ in $\left(0, r_{0}\right]$.
Proposition 4.4.8. There exists the limit

$$
\begin{equation*}
\gamma:=\lim _{r \rightarrow 0^{+}} \mathcal{N}(r) \tag{4.83}
\end{equation*}
$$

Moreover $\gamma$ is finite and $\gamma \geq 0$.

Proof. Combining (4.81) and (4.82), we infer that

$$
\begin{equation*}
\left(\mathcal{N}(r)+\frac{N-2 s}{2}\right)^{\prime} \geq-c r^{-1+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\left(C+\frac{N-2 s}{2}\right) \tag{4.84}
\end{equation*}
$$

for a.e. $r \in\left(0, r_{1}\right)$, hence

$$
\left(\frac{N-2 s}{2}+\mathcal{N}(r)+c\left(\frac{N-2 s}{2}+C\right) \frac{N+2 s \varepsilon}{4 s^{2} \varepsilon} r^{\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\right)^{\prime} \geq 0 \quad \text { for a.e. } r \in\left(0, r_{1}\right) \text {. }
$$

From this, it follows in particular that the limit $\gamma$ in (4.83) exists. Moreover, by (4.76) and (4.81) $\gamma$ is finite, whereas (4.79) implies that $\gamma \geq 0$.

Proposition 4.4.9. There exist $c_{0}, \bar{c}>0$ and $\bar{r} \in\left(0, r_{0}\right)$ such that

$$
\begin{equation*}
H(r) \leq c_{0} r^{2 \gamma} \quad \text { for all } r \in\left(0, r_{0}\right] \tag{4.85}
\end{equation*}
$$

and

$$
\begin{equation*}
H(R r) \leq R^{\bar{c}} H(r) \quad \text { for all } R \geq 1 \text { and } r \in\left(0, \frac{\bar{r}}{R}\right] \text {. } \tag{4.86}
\end{equation*}
$$

Furthermore, for any $\sigma>0$ there exists a constant $c_{\sigma}>0$ such that

$$
\begin{equation*}
H(r) \geq c_{\sigma} r^{2 \gamma+\sigma} \quad \text { for all } r \in\left(0, r_{0}\right] . \tag{4.87}
\end{equation*}
$$

Proof. By (4.83) we have $\mathcal{N}(r)=\gamma+\int_{0}^{r} \mathcal{N}^{\prime}(t) d t$; hence from (4.68) it follows that

$$
\begin{equation*}
\frac{H^{\prime}(r)}{H(r)}=\frac{2}{r} \mathcal{N}(r)+O(1)=\frac{2}{r} \int_{0}^{r} \mathcal{N}^{\prime}(t) d t+\frac{2 \gamma}{r}+O(1) . \tag{4.88}
\end{equation*}
$$

From (4.84) and up to choosing $r_{1}$ smaller, it follows that, for a.e. $r \in\left(0, r_{1}\right)$,

$$
\frac{H^{\prime}(r)}{H(r)} \geq-\kappa r^{-1+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}+\frac{2 \gamma}{r}
$$

for some positive constant $\kappa>0$. Then an integration over $\left(r, r_{1}\right)$ yields

$$
\log \left(\frac{H\left(r_{1}\right)}{H(r)}\right) \geq-\kappa \frac{N+2 s \varepsilon}{4 s^{2} \varepsilon}\left(r_{1}^{\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}-r^{\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\right)+\log \left(\frac{r_{1}}{r}\right)^{2 \gamma}
$$

and thus

$$
H(r) \leq \frac{H\left(r_{1}\right)}{r_{1}^{2 \gamma}} \exp \left(\kappa \frac{N+2 s \varepsilon}{4 s^{2} \varepsilon} r_{1}^{\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\right) r^{2 \gamma}
$$

for all $r \in\left(0, r_{1}\right]$, thus implying (4.85) thanks to the continuity of $H$ in $\left(0, r_{0}\right]$.
To prove (4.86), we observe that (4.88) and (4.81) imply that, for some $\bar{r} \in\left(0, r_{0}\right)$ and $\bar{c}>0$,

$$
\frac{H^{\prime}(r)}{H(r)} \leq \frac{\bar{c}}{r} \quad \text { for all } r \in(0, \bar{r}),
$$

whose integration over $(r, r R)$ directly gives (4.86).
In view of Proposition 4.4.8, for any $\sigma>0$ there exists $r_{\sigma} \in\left(0, r_{0}\right]$ such that

$$
\frac{H^{\prime}(r)}{H(r)}=\frac{2}{r} \mathcal{N}(r)+O(1) \leq \frac{2 \gamma+\sigma}{r} \quad \text { for all } r \in\left(0, r_{\sigma}\right]
$$

Integrating over $\left(r, r_{\sigma}\right)$ and recalling that $H$ is continuous in ( $0, r_{0}$ ], we deduce (4.87).

Proposition 4.4.10. There exists the limit $\lim _{r \rightarrow 0^{+}} r^{-2 \gamma} H(r)$ and it is finite.
Proof. By (4.85) it is sufficient to show that the limit does exist. In view of (4.68) we have

$$
\begin{aligned}
& \left(\frac{H(r)}{r^{2 \gamma}}\right)^{\prime}=\frac{r^{2 \gamma} H^{\prime}(r)-2 \gamma r^{2 \gamma-1} H(r)}{r^{4 \gamma}}=2 r^{-2 \gamma-1}(D(r)-\gamma H(r))+r^{-2 \gamma} O(1) H(r) \\
& =2 r^{-2 \gamma-1} H(r)(\mathcal{N}(r)-\gamma+r O(1)) \\
& =2 r^{-2 \gamma-1} H(r)\left(\int_{0}^{r}\left[\mathcal{N}^{\prime}(t)-\mathcal{V}(t)\right] d t+\int_{0}^{r} \mathcal{V}(t) d t+r O(1)\right)
\end{aligned}
$$

as $r \rightarrow 0^{+}$. Integrating over $(r, \tilde{r})$ with $\tilde{r} \in\left(0, r_{0}\right)$ small, we obtain that

$$
\begin{align*}
\frac{H(\tilde{r})}{\tilde{r}^{2 \gamma}}-\frac{H(r)}{r^{2 \gamma}}= & \int_{r}^{\tilde{r}} 2 \rho^{-2 \gamma-1} H(\rho)\left(\int_{0}^{\rho} \mathcal{V}(t) d t\right) d \rho \\
& +\int_{r}^{\tilde{r}}\left[2 \rho^{-2 \gamma} H(\rho) O(1)+2 \rho^{-2 \gamma-1} H(\rho)\left(\int_{0}^{\rho}\left[\mathcal{N}^{\prime}(t)-\mathcal{V}(t)\right] d t\right)\right] d \rho \tag{4.89}
\end{align*}
$$

Letting

$$
f(\rho):=2 \rho^{-2 \gamma} H(\rho) O(1)+2 \rho^{-2 \gamma-1} H(\rho)\left(\int_{0}^{\rho}\left[\mathcal{N}^{\prime}(t)-\mathcal{V}(t)\right] d t\right),
$$

from (4.78), (4.81) and (4.85) it follows that $f \in L^{1}(0, \tilde{r})$ and hence there exists the limit

$$
\lim _{r \rightarrow 0^{+}} \int_{r}^{\tilde{r}} f(\rho) d \rho=\int_{0}^{\tilde{r}} f(\rho) d \rho<+\infty .
$$

On the other hand, in view of (4.77), there exists the limit

$$
\lim _{r \rightarrow 0^{+}} \int_{r}^{\tilde{r}} 2 \rho^{-2 \gamma-1} H(\rho)\left(\int_{0}^{\rho} \mathcal{V}(t) d t\right) d \rho
$$

Therefore we can conclude thanks to (4.89).

### 4.5 The blow-up analysis

In the present section, we aim to classify the possible vanishing orders of solutions to (4.58). To this purpose, let $W$ be a non trivial weak solution to (4.58) and $H$ be defined in (4.63). For any $\lambda \in\left(0, r_{0}\right]$, we consider the function

$$
\begin{equation*}
V^{\lambda}(z):=\frac{W(\lambda z)}{\sqrt{H(\lambda)}} \tag{4.90}
\end{equation*}
$$

It is easy to verify that $V^{\lambda}$ weakly solves

$$
\begin{cases}\operatorname{div}\left(y^{1-2 s} \widetilde{A}(\lambda \cdot) \nabla V^{\lambda}\right)=0, & \text { on } B_{r_{0} \lambda^{-1}}^{+}, \\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \widetilde{\alpha}(\lambda \cdot) \frac{\partial V^{\lambda}}{\partial y}=\kappa_{s, N} \lambda^{2 s} \widetilde{h}(\lambda \cdot) \operatorname{Tr}\left(V^{\lambda}\right), & \text { on } B_{r_{0} \lambda^{-1}}^{\prime},\end{cases}
$$

where we have defined $\widetilde{\alpha}$ in (4.42). It follows that, for any $\lambda \in\left(0, r_{0}\right]$,

$$
\begin{equation*}
\int_{B_{1}^{+}} y^{1-2 s} \widetilde{A}(\lambda \cdot) \nabla V^{\lambda} \cdot \nabla \phi d z-\kappa_{s, N} \lambda^{2 s} \int_{B_{1}^{\prime}} \widetilde{h}(\lambda \cdot) \operatorname{Tr}\left(V^{\lambda}\right) \operatorname{Tr}(\phi) d y=0 \tag{4.91}
\end{equation*}
$$

for every $\phi \in H_{0, S_{1}^{+}}^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$, (see (3.2)). Furthermore by (4.63) and (4.90)

$$
\begin{equation*}
\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \mu(\lambda \theta)\left|V^{\lambda}(\theta)\right|^{2} d S=1 \quad \text { for any } \lambda \in\left(0, r_{0}\right] \text {. } \tag{4.92}
\end{equation*}
$$

Proposition 4.5.1. For every $R \geq 1$, the family of functions $\left\{V^{\lambda}: \lambda \in\left(0, \frac{\bar{r}}{R}\right]\right\}$ is bounded in $H^{1}\left(B_{R}^{+}, y^{1-2 s}\right)$.

Proof. By (4.62) and (4.86), for all $\lambda \in\left(0, \frac{\bar{r}}{R}\right]$ with $\bar{r}$ as in Lemma 4.4.9, we have

$$
\begin{aligned}
\int_{B_{R}^{+}} y^{1-2 s}\left|\nabla V^{\lambda}\right|^{2} d z & =\frac{\lambda^{2 s-N}}{H(\lambda)} \int_{B_{\lambda R}^{+}} y^{1-2 s}|\nabla W|^{2} d z \leq \frac{\lambda^{2 s-N} R^{\bar{c}}}{H(\lambda R)} \int_{B_{\lambda R}^{+}} y^{1-2 s}|\nabla W|^{2} d z \\
& \leq \frac{2 R^{\bar{c}+N-2 s}}{1-2 \kappa_{N, s} \eta_{\tilde{h}}(\lambda R)} \mathcal{N}(\lambda R)+\frac{2(N-2 s) R^{\bar{c}+N-2 s} \kappa_{N, s} \eta_{\tilde{h}}(\lambda R)}{1-2 \kappa_{N, s} \eta_{\tilde{h}}(\lambda R)}
\end{aligned}
$$

which, together with (4.65) and (4.81), allows us to deduce that $\left\{\nabla V^{\lambda}: \lambda \in\left(0, \frac{\bar{r}}{R}\right]\right\}$ is uniformly bounded in $L^{2}\left(B_{R}^{+}, y^{1-2 s}\right)$. On the other hand, (4.48), a scaling argument, and (4.86) imply that

$$
\int_{S_{R}^{+}} y^{1-2 s}\left|V^{\lambda}\right|^{2} d S=\frac{\lambda^{-N-1+2 s}}{H(\lambda)} \int_{S_{R \lambda}^{+}} y^{1-2 s} W^{2} d S \leq 2 R^{N+1-2 s} \frac{H(R \lambda)}{H(\lambda)} \leq 2 R^{N+1-2 s+\bar{c}}
$$

so that the claim follows from (3.7).
Proposition 4.5.2. Let $W$ be a non trivial weak solution to (4.58). Let $\gamma$ be as in Proposition 4.4.8. There exists $m_{0} \in \mathbb{N} \backslash\{0\}$ (which is odd in the case $N=1$ ) such that

$$
\begin{equation*}
\gamma=m_{0} \tag{4.93}
\end{equation*}
$$

Furthermore, for any sequence $\left\{\lambda_{n}\right\}$ such that $\lambda_{n} \rightarrow 0^{+}$as $n \rightarrow \infty$, there exist a subsequence $\left\{\lambda_{n_{k}}\right\}$ and an eigenfunction $\Psi$ of problem (4.19) associated with the eigenvalue $\mu_{m_{0}}=m_{0}^{2}+$ $m_{0}(N-2 s)$ such that $\|\Psi\|_{L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)}=1$ and

$$
\begin{equation*}
\frac{W\left(\lambda_{n_{k}} z\right)}{\sqrt{H\left(\lambda_{n_{k}}\right)}} \rightarrow|z|^{\gamma} \Psi\left(\frac{z}{|z|}\right) \quad \text { as } k \rightarrow+\infty \quad \text { strongly in } H^{1}\left(B_{1}^{+}, y^{1-2 s}\right) \tag{4.94}
\end{equation*}
$$

Proof. Let $W$ be a non trivial weak solution to (4.58) and $\left\{\lambda_{n}\right\}$ be a sequence such that $\lambda_{n} \rightarrow 0^{+}$as $n \rightarrow+\infty$. Thanks to Proposition 4.5.1, there exist a subsequence $\left\{\lambda_{n_{k}}\right\}$ and $V \in H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ such that

$$
\begin{equation*}
V^{\lambda_{n_{k}}} \rightharpoonup V \quad \text { weakly in } H^{1}\left(B_{1}^{+}, y^{1-2 s}\right) \text { as } k \rightarrow+\infty \tag{4.95}
\end{equation*}
$$

For sufficiently large $k$ we have $\lambda_{n_{k}} \in\left(0, r_{0}\right)$ and thus $B_{1}^{+} \subset B_{r_{0} / \lambda_{n_{k}}}^{+}$, hence from (4.91) we deduce that

$$
\begin{equation*}
\int_{B_{1}^{+}} y^{1-2 s} \widetilde{A}\left(\lambda_{n_{k}} \cdot\right) \nabla V^{\lambda_{n_{k}}} \cdot \nabla \phi d z=\kappa_{s, N} \lambda_{n_{k}}^{2 s} \int_{B_{1}^{\prime}} \widetilde{h}\left(\lambda_{n_{k}} \cdot\right) \operatorname{Tr}\left(V^{\lambda_{n_{k}}}\right) \operatorname{Tr}(\phi) d y \tag{4.96}
\end{equation*}
$$

for every $\phi \in H_{0, S_{1}^{+}}^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ (see (3.2)). In order to study what happens as $k \rightarrow+\infty$, we notice that the term on the left hand side of (4.96) can be rewritten as follows

$$
\begin{align*}
& \int_{B_{1}^{+}} y^{1-2 s} \widetilde{A}\left(\lambda_{n_{k}} \cdot\right) \nabla V^{\lambda_{n_{k}}} \cdot \nabla \phi d z \\
& =\int_{B_{1}^{+}} y^{1-2 s}\left(\widetilde{A}\left(\lambda_{n_{k}} \cdot\right)-\operatorname{Id}_{N+1}\right) \nabla V^{\lambda_{n_{k}}} \cdot \nabla \phi d z+\int_{B_{1}^{+}} y^{1-2 s} \nabla V^{\lambda_{n_{k}}} \cdot \nabla \phi d z \tag{4.97}
\end{align*}
$$

Therefore, in view of (4.44), Proposition 4.5.1 and (4.95), we conclude that

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \int_{B_{1}^{+}} y^{1-2 s} \widetilde{A}\left(\lambda_{n_{k}} \cdot\right) \nabla V^{\lambda_{n_{k}}} \cdot \nabla \phi d z=\int_{B_{1}^{+}} y^{1-2 s} \nabla V \cdot \nabla \phi d z \tag{4.98}
\end{equation*}
$$

As for the right hand side in (4.96), we have

$$
\begin{align*}
& \left|\lambda_{n_{k}}^{2 s} \int_{B_{1}^{\prime}} \widetilde{h}\left(\lambda_{n_{k}} \cdot\right) \operatorname{Tr}\left(V^{\lambda_{n_{k}}}\right) \operatorname{Tr}(\phi) d y\right| \leq \lambda_{n_{k}}^{2 s} \eta_{\tilde{h}\left(\lambda_{n_{k}} \cdot\right)}(1) \\
& \times\left(\int_{B_{1}^{+}} y^{1-2 s}|\nabla \phi|^{2} d y\right)^{\frac{1}{2}}\left(\int_{B_{1}^{+}} y^{1-2 s}\left|\nabla V^{\lambda_{n_{k}}}\right|^{2} d z+\frac{N-2 s}{2} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left|V^{\lambda_{n_{k}}}\right|^{2} d S\right)^{\frac{1}{2}} \tag{4.99}
\end{align*}
$$

thanks to Hölder's inequality and (4.28). By (4.29) and the change of variable $x \mapsto \lambda_{n_{k}} x$, we obtain that

$$
\begin{align*}
\lambda_{n_{k}}^{2 s} \eta_{\tilde{h}\left(\lambda_{n_{k}} \cdot\right)}(1) & =\mathcal{S}_{N, s} \omega_{N}^{\frac{4 s^{2} \varepsilon}{N(N+2 s \varepsilon)}} \lambda_{n_{k}}^{2 s}\left\|\widetilde{h}\left(\lambda_{n_{k}} \cdot\right)\right\|_{L^{\frac{N}{2 s}+\varepsilon}\left(B_{1}^{\prime}\right)} \\
& =\mathcal{S}_{N, s} \omega_{N}^{\frac{4 s^{2} \varepsilon}{N(N+2 s \varepsilon)}}\|\widetilde{h}\|_{L^{\frac{N}{2 s}+\varepsilon}\left(B_{\lambda_{n_{k}}}^{\prime}\right)} \lambda_{n_{k}}^{\frac{4 s^{2} \varepsilon}{\frac{N s e 2}{N+2 s}}} . \tag{4.100}
\end{align*}
$$

Putting together (4.99) and (4.100), thanks to Proposition 4.5.1, (4.92), and (4.48) we infer that

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \lambda_{n_{k}}^{2 s} \int_{B_{1}^{\prime}} \widetilde{h}\left(\lambda_{n_{k}} \cdot\right) \operatorname{Tr}\left(V^{\lambda_{n_{k}}}\right) \operatorname{Tr}(\phi) d y=0 \tag{4.101}
\end{equation*}
$$

Passing to the limit as $k \rightarrow+\infty$ in (4.96) we conclude that $V$ weakly solves the following problem:

$$
\begin{cases}\operatorname{div}\left(y^{1-2 s} \nabla V\right)=0, & \text { in } B_{1}^{+}  \tag{4.102}\\ \lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial V}{\partial y}=0, & \text { on } B_{1}^{\prime}\end{cases}
$$

In particular $V$ is smooth on $B_{1}^{+}$and $V \not \equiv 0$ since, by (4.49), (4.95) and the compactness of the trace operator in $(3.4),(4.92)$ leads to

$$
\begin{equation*}
\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} V^{2} d S=1 \tag{4.103}
\end{equation*}
$$

Now we aim to show that, along a further subsequence,

$$
\begin{equation*}
V^{\lambda_{n_{k}}} \rightarrow V \quad \text { strongly in } H^{1}\left(B_{1}^{+}, y^{1-2 s}\right) \text { as } k \rightarrow+\infty \tag{4.104}
\end{equation*}
$$

To this purpose, we first notice that a change of variables in (4.61) yields

$$
\begin{align*}
\int_{B_{1}^{+}} y^{1-2 s} \widetilde{A}\left(\lambda_{n_{k}} \cdot\right) \nabla V^{\lambda_{n_{k}}} \cdot \nabla \phi d z-\int_{\mathbb{S}^{+}} & \theta_{N+1}^{1-2 s} \widetilde{A}\left(\lambda_{n_{k}} \cdot\right) \nabla V^{\lambda_{n_{k}}} \cdot z \phi d S \\
& =\kappa_{s, N} \lambda_{n_{k}}^{2 s} \int_{B_{1}^{\prime}} \widetilde{h}\left(\lambda_{n_{k}} \cdot\right) \operatorname{Tr}\left(V^{\lambda_{n_{k}}}\right) \operatorname{Tr}(\phi) d y \tag{4.105}
\end{align*}
$$

for any $\phi \in H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ and $k$ sufficiently large.
From Proposition 4.5.1 and the regularity result contained in [75, Theorem 2.1] and recalled in Remark 4.3.5, it follows that $\left\{\nabla_{x} V^{\lambda_{n_{k}}}\right\}$ and $\left\{y^{1-2 s} \frac{\partial V^{\lambda_{n}}}{\partial y}\right\}$ are uniformly bounded
in $k$ in the spaces $H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ and $H^{1}\left(B_{1}^{+}, y^{2 s-1}\right)$ respectively. Then, by the continuity of the trace operator $\operatorname{Tr}_{1}$ from $H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ to $L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$ and from $H^{1}\left(B_{1}^{+}, y^{2 s-1}\right)$ to $L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{2 s-1}\right)$, we have that $\left\{\operatorname{Tr}_{1}\left(\nabla_{x} V^{\lambda_{n_{k}}}\right)\right\}$ is bounded in $\left(L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)\right)^{N}$ and $\left\{y^{1-2 s} \frac{\partial V^{\lambda_{n}}}{\partial y}\right\}$ is bounded in $L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{2 s-1}\right)$. Therefore

$$
\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left|\nabla V^{\lambda_{n_{k}}}\right|^{2} d S=\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left|\nabla_{x} V^{\lambda_{n_{k}}}\right|^{2} d S+\int_{\mathbb{S}^{+}} \theta_{N+1}^{2 s-1}\left|\theta_{N+1}^{1-2 s} \frac{\partial V^{\lambda_{n_{k}}}}{\partial t}\right|^{2} d S
$$

is bounded uniformly with respect to $k$. Taking into account (4.44), it follows that there exists $f \in L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$ such that, up to a further subsequence,

$$
\begin{equation*}
\widetilde{A}\left(\lambda_{n_{k}} \cdot\right) \nabla V^{\lambda_{n_{k}}} \cdot z \rightharpoonup f \quad \text { weakly in } L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right) \text { as } k \rightarrow+\infty \tag{4.106}
\end{equation*}
$$

Thus by (4.98) and after proving (4.101) when $\phi \in H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ with the same argument (i.e. combining (4.28) with (4.100)), passing to the limit as $k \rightarrow+\infty$ in (4.105) we obtain that

$$
\begin{equation*}
\int_{B_{1}^{+}} y^{1-2 s} \nabla V \cdot \nabla \phi d z=\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} f \phi d S \tag{4.107}
\end{equation*}
$$

for any $\phi \in H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$. Furthermore, by (4.106), combined with (4.95) and compactness of the trace operator in (3.4), we have

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \int_{\mathbb{S}^{+}} y^{1-2 s} \widetilde{A}\left(\lambda_{n_{k}} \cdot\right) \nabla V^{\lambda_{n_{k}}} \cdot z V^{\lambda_{n_{k}}} d S=\int_{\mathbb{S}^{+}} y^{1-2 s} f V d S \tag{4.108}
\end{equation*}
$$

Hence, testing (4.105) with $V^{\lambda_{n_{k}}}$ itself, taking into account (4.108), using (4.101) with $\phi=$ $V^{\lambda_{n_{k}}}$, and passing to the limit as $k \rightarrow+\infty$, we deduce that

$$
\lim _{k \rightarrow+\infty} \int_{B_{1}^{+}} y^{1-2 s} \widetilde{A}\left(\lambda_{n_{k}} \cdot\right) \nabla V^{\lambda_{n_{k}}} \cdot \nabla V^{\lambda_{n_{k}}} d z=\int_{\mathbb{S}^{+}} y^{1-2 s} f V d S
$$

which, by (4.107) tested with $V$, implies that

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \int_{B_{1}^{+}} y^{1-2 s} A\left(\lambda_{n_{k}} \cdot\right) \nabla V^{\lambda_{n_{k}}} \cdot \nabla V^{\lambda_{n_{k}}} d z=\int_{B_{1}^{+}} y^{1-2 s}|\nabla V|^{2} d z \tag{4.109}
\end{equation*}
$$

Writing the left hand side in (4.109) as in (4.97), by (4.44) and Proposition 4.5.1 we infer that

$$
\lim _{k \rightarrow+\infty} \int_{B_{1}^{+}} y^{1-2 s}\left|\nabla V^{\lambda_{n_{k}}}\right|^{2} d z=\int_{B_{1}^{+}} y^{1-2 s}|\nabla V|^{2} d z
$$

This convergence and (4.95), allows us to conclude that $\nabla V^{\lambda_{n_{k}}} \rightarrow \nabla V$ in $L^{2}\left(B_{1}^{+}, y^{1-2 s}\right)$. In conclusion, combining this with the compactness of the trace operator given in (3.4), (4.104) easily follows from Remark 3.1.4.

For any $r \in(0,1]$ and $k \in \mathbb{N}$ we define

$$
\begin{aligned}
H_{k}(r) & :=\frac{1}{r^{N+1-2 s}} \int_{S_{r}^{+}} y^{1-2 s} \mu\left(\lambda_{n_{k}} \cdot\right)\left|V^{\lambda_{n_{k}}}\right|^{2} d S \\
D_{k}(r) & :=\frac{1}{r^{N-2 s}}\left(\int_{B_{r}^{+}} y^{1-2 s} \widetilde{A}\left(\lambda_{n_{k}} \cdot\right) \nabla V^{\lambda_{n_{k}}} \cdot \nabla V^{\lambda_{n_{k}}} d z-k_{s, N} \lambda_{n_{k}}^{2 s} \int_{B_{r}^{\prime}} \widetilde{h}\left(\lambda_{n_{k}} \cdot\right)\left|\operatorname{Tr}\left(V^{\lambda_{n_{k}}}\right)\right|^{2} d y\right)
\end{aligned}
$$

and

$$
H_{V}(r):=\frac{1}{r^{N+1-2 s}} \int_{S_{r}^{+}} y^{1-2 s} V^{2} d S, \quad D_{V}(r):=\frac{1}{r^{N-2 s}} \int_{B_{r}^{+}} y^{1-2 s}|\nabla V|^{2} d z .
$$

By Proposition 4.4 .2 in the case $\widetilde{h}=0, \widetilde{A}=\operatorname{Id}_{N+1}$ and $\mu=1$, it is clear that $H_{V}(r)>0$ for any $r \in(0,1]$. Thus the frequency function

$$
\mathcal{N}_{V}(r):=\frac{D_{V}(r)}{H_{V}(r)} \quad r \in(0,1]
$$

is well defined. Furthermore by (4.83), (4.104), a change of variables, and a combination of (4.28) and (4.100), we have

$$
\begin{equation*}
\gamma=\lim _{k \rightarrow+\infty} \mathcal{N}\left(\lambda_{n_{k}} r\right)=\lim _{k \rightarrow+\infty} \frac{D_{k}(r)}{H_{k}(r)}=\mathcal{N}_{V}(r) \quad \text { for any } r \in(0,1] \tag{4.110}
\end{equation*}
$$

and hence $\mathcal{N}_{V}^{\prime}(r)=0$ for a.e. $r \in(0,1]$. Arguing as in Proposition 4.4.6 in the case $\widetilde{h}=0$, $\widetilde{A}=\operatorname{Id}_{N+1}$ and $\mu=1$, we can prove that

$$
\mathcal{N}_{V}^{\prime}(r)=2 r \frac{\left(\int_{S_{r}^{+}} y^{1-2 s} V^{2} d S\right)\left(\int_{S_{r}^{+}} y^{1-2 s}|\nabla V \cdot \nu|^{2} d S\right)-\left(\int_{S_{r}^{+}} y^{1-2 s} V(\nabla V \cdot \nu) d S\right)^{2}}{\left(\int_{S_{r}^{+}} y^{1-2 s} V^{2} d S\right)^{2}}
$$

Therefore we conclude that

$$
\left(\int_{S_{r}^{+}} y^{1-2 s} V^{2} d S\right)\left(\int_{S_{r}^{+}} y^{1-2 s}|\nabla V \cdot \nu|^{2} d S\right)=\left(\int_{S_{r}^{+}} y^{1-2 s} V(\nabla V \cdot \nu) d S\right)^{2} \quad \text { a.e. } r \in(0,1)
$$

where $\nu=\frac{z}{|z|}$, i.e. equality holds in the Cauchy-Schwartz inequality for the vectors $V$ and $\nabla V \cdot \nu$ in $L^{2}\left(S_{r}^{+}, y^{1-2 s}\right)$ for a.e. $r \in(0,1)$. It follows that in polar coordinates

$$
\begin{equation*}
\frac{\partial V}{\partial r}(r \theta)=\rho(r) V(r \theta) \quad \text { for a.e. } r \in(0,1) \text { and for any } \theta \in \mathbb{S}^{+} \tag{4.111}
\end{equation*}
$$

for some function $r \mapsto \rho(r)$. By (4.111) we have

$$
\begin{equation*}
\int_{S_{r}^{+}} y^{1-2 s} V(\nabla V \cdot \nu) d S=\rho(r) \int_{S_{r}^{+}} y^{1-2 s} V^{2} d S \tag{4.112}
\end{equation*}
$$

In the case $\widetilde{h}=0, A=\operatorname{Id}_{N+1}$ and $\mu=1,(4.66)$ boils down to $H_{V}^{\prime}=\frac{2}{r^{N+1-2 s}} \int_{S_{r}^{+}} y^{1-2 s} V \frac{\partial V}{\partial \nu} d S$, since the perturbative term involves $\nabla \mu$, which now trivially equals 0 . From this and (4.112) we deduce that $\rho(r)=\frac{H_{V}^{\prime}(r)}{2 H_{V}(r)}$. At this point, we exploit (4.68) which, in the case $\widetilde{h}=0$, $A=\operatorname{Id}_{N+1}$ and $\mu=1$, becomes $H_{V}^{\prime}(r)=\frac{2}{r} D_{V}(r)$ and thus implies

$$
\rho(r)=\frac{1}{r} \mathcal{N}_{V}(r)=\frac{\gamma}{r},
$$

where we used also (4.110). Then an integration over $(r, 1)$ of (4.111) for any fixed $\theta \in \mathbb{S}^{+}$ yields

$$
\begin{equation*}
V(r \theta)=r^{\gamma} V(\theta)=r^{\gamma} \Psi(\theta) \quad \text { for any }(r, \theta) \in(0,1] \times \mathbb{S}^{+} \tag{4.113}
\end{equation*}
$$

where $\Psi:=\left.V\right|_{\mathbb{S}^{+}}$. In view of $[60$, Lemma 2.1], (4.102) becomes

$$
\gamma(N-2 s+\gamma) r^{-1-2 s+\gamma} \theta_{N+1}^{1-2 s} \Psi(\theta)+r^{-1-2 s+\gamma} \operatorname{div}_{\mathbb{S}^{+}}\left(\theta_{N+1}^{1-2 s} \nabla_{\mathbb{S}^{+}} \Psi(\theta)\right)=0
$$

for any $(r, \theta) \in(0,1] \times \mathbb{S}^{+}$, together with the boundary condition $\lim _{\theta_{N+1} \rightarrow 0^{+}} \theta_{N+1}^{1-2 s} \nabla_{\mathbb{S}} \Psi \cdot \nu=0$ on $\mathbb{S}^{\prime}$. Since $V^{\lambda}$ is odd with respect to $y_{N}$ for any $\lambda \in\left(0, r_{0}\right]$ by (4.90) and (4.55), then also $V$ is odd with respect to $y_{N}$, so that $\Psi \in H_{\text {odd }}^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$. By (4.113) and (4.103) we have $\|\Psi\|_{L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)}=1$, so that $\Psi \not \equiv 0$ is an eigenfunction of problem (4.19) associated to the eigenvalue $\gamma(\gamma+N-2 s)$. From (4.22) it follows that there exists $m_{0} \in \mathbb{N} \backslash\{0\}$ (which is odd in the case $N=1$ ) such that $\gamma(\gamma+N-2 s)=m_{0}\left(m_{0}+N-2 s\right)$. Therefore, since $\gamma \geq 0$ by Proposition 4.4.8, we conclude that $\gamma=m_{0}$ thus proving (4.93). Moreover (4.94) follows from (4.104) and (4.113).

In Proposition 4.4 .10 we have shown that there exists the limit $\lim _{\lambda \rightarrow 0^{+}} \lambda^{-2 \gamma} H(\lambda)$ and it is non-negative. Now we prove that $\lim _{\lambda \rightarrow 0^{+}} \lambda^{-2 \gamma} H(\lambda)>0$.

To this end we define, for every $\lambda \in\left(0, r_{0}\right], m \in \mathbb{N} \backslash\{0\}, k \in\left\{1, \ldots, M_{m}\right\}$,

$$
\begin{equation*}
\varphi_{m, k}(\lambda):=\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} W(\lambda \theta) Y_{m, k}(\theta) d S \tag{4.114}
\end{equation*}
$$

i.e. $\left\{\varphi_{m, k}(\lambda)\right\}_{m, k}$ are the Fourier coefficients of $W(\lambda \cdot)$ with respect to the orthonormal basis $\left\{Y_{m, k}\right\}_{m, k}$ introduced in (4.25). For every $\lambda \in\left(0, r_{0}\right], m \in \mathbb{N} \backslash\{0\}, k \in\left\{1, \ldots, M_{m}\right\}$, we also define

$$
\begin{align*}
\Upsilon_{m, k}(\lambda):= & -\int_{B_{\lambda}^{+}} y^{1-2 s}\left(\widetilde{A}-\operatorname{Id}_{N+1}\right) \nabla W \cdot \frac{1}{|z|} \nabla_{\mathbb{S}} Y_{m, k}\left(\frac{z}{|z|}\right) d z \\
& +\int_{S_{\lambda}^{+}} y^{1-2 s}\left(\widetilde{A}-\operatorname{Id}_{N+1}\right) \nabla W \cdot \frac{z}{|z|} Y_{m, k}\left(\frac{z}{|z|}\right) d S \\
& +\kappa_{N, s} \int_{B_{\lambda}^{\prime}} \widetilde{h}(y) \operatorname{Tr}(W) \operatorname{Tr}\left(Y_{m, k}\left(\frac{y}{|y|}\right)\right) d y \tag{4.115}
\end{align*}
$$

where $\operatorname{Id}_{N+1}$ is the identity $(N+1) \times(N+1)$ matrix.
Proposition 4.5.3. Let $\gamma$ be as in (4.83) and let $m_{0} \in \mathbb{N} \backslash\{0\}$ be such that $\gamma=m_{0}$ according to Proposition 4.5.2. For every $k \in\left\{1, \ldots, M_{m_{0}}\right\}$ and $r \in\left(0, r_{0}\right]$

$$
\begin{align*}
\varphi_{m_{0}, k}(\lambda)= & \lambda^{m_{0}}\left(\frac{\varphi_{m_{0}, k}(r)}{r^{m_{0}}}+\frac{m_{0} r^{-2 m_{0}-N+2 s}}{2 m_{0}+N-2 s} \int_{0}^{r} \rho^{m_{0}-1} \Upsilon_{m_{0}, k}(\rho) d \rho\right) \\
& +\lambda^{m_{0}} \frac{m_{0}+N-2 s}{2 m_{0}+N-2 s} \int_{\lambda}^{r} \rho^{-m_{0}-N-1+2 s} \Upsilon_{m_{0}, k}(\rho) d \rho+O\left(\lambda^{m_{0}+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\right) \tag{4.116}
\end{align*}
$$

as $\lambda \rightarrow 0^{+}$.
Proof. Let $k \in\left\{1, \ldots, M_{m_{0}}\right\}$ and $\phi \in \mathcal{D}\left(0, r_{0}\right)$. Testing (4.59) with $|z|^{-N-1+2 s} \phi(|z|) Y_{m_{0}, k}\left(\frac{z}{|z|}\right)$, since $Y_{m_{0}, k}$ solves (4.21), we obtain that $\varphi_{m_{0}, k}$ satisfies

$$
\begin{equation*}
-\varphi_{m_{0}, k}^{\prime \prime}-\frac{N+1-2 s}{\lambda} \varphi_{m_{0}, k}^{\prime}+\frac{\mu_{m_{0}}}{\lambda^{2}} \varphi_{m_{0}, k}=\zeta_{m_{0}, k} \tag{4.117}
\end{equation*}
$$

in the sense of distributions in $\left(0, r_{0}\right)$, where

$$
\begin{aligned}
\mathcal{D}^{\prime}\left(0, r_{0}\right)
\end{aligned}\left\langle\zeta_{m_{0}, k}, \phi\right\rangle_{\mathcal{D}\left(0, r_{0}\right)}:=\kappa_{N, s} \int_{0}^{r_{0}} \frac{\phi(\lambda)}{\lambda^{2-2 s}}\left(\int_{\mathbb{S}^{\prime}} \widetilde{h}\left(\lambda \theta^{\prime}\right) \operatorname{Tr}(W(\lambda \cdot))\left(\theta^{\prime}\right) Y_{m_{0}, k}\left(\theta^{\prime}, 0\right) d S^{\prime}\right) d \lambda . ~\left(\int_{0}^{r_{0}}\left(\int_{S_{\lambda}^{+}} y^{1-2 s}\left(A-\operatorname{Id}_{N+1}\right) \nabla W \cdot \nabla\left(|z|^{-N-1+2 s} \phi(|z|) Y_{m_{0}, k}\left(\frac{z}{|z|}\right)\right) d S\right) d \lambda . .\right.
$$

Furthermore, it is easy to verify that $\Upsilon_{m_{0}, k} \in L^{1}\left(0, r_{0}\right)$ and

$$
\Upsilon_{m_{0}, k}^{\prime}(\lambda)=\lambda^{N+1-2 s} \zeta_{m_{0}, k}(\lambda)
$$

in the sense of distributions in $\left(0, r_{0}\right)$. Then equation (4.117) can be rewritten as follows

$$
\begin{equation*}
-\left(\lambda^{2 m_{0}+N+1-2 s}\left(\lambda^{-m_{0}} \varphi_{m_{0}, k}(\lambda)\right)^{\prime}\right)^{\prime}=\lambda^{m_{0}} \Upsilon_{m_{0}, k}^{\prime}(\lambda) \tag{4.118}
\end{equation*}
$$

in the sense of distributions in $\left(0, r_{0}\right)$. Integrating (4.118) over $(\lambda, r)$ for any $r \in\left(0, r_{0}\right]$, we obtain that there exists a constant $c_{m_{0}, k}(r) \in \mathbb{R}$ which depends only on $m_{0}, k, r$, such that

$$
\begin{aligned}
\left(\lambda^{-m_{0}} \varphi_{m_{0}, k}(\lambda)\right)^{\prime}=-\lambda^{-m_{0}-N-1+2 s} & \Upsilon_{m_{0}, k}(\lambda) \\
& -m_{0} \lambda^{-2 m_{0}-N-1+2 s}\left(c_{m_{0}, k}(r)+\int_{\lambda}^{r} \rho^{m_{0}-1} \Upsilon_{m_{0}, k}(\rho) d \rho\right)
\end{aligned}
$$

in the sense of distributions in $\left(0, r_{0}\right)$. In particular we deduce that $\varphi_{m_{0}, k} \in W_{\mathrm{loc}}^{1,1}\left(\left(0, r_{0}\right]\right)$ and a further integration over $(\lambda, r)$ gives

$$
\begin{align*}
\varphi_{m_{0}, k}(\lambda)= & \lambda^{m_{0}}\left(\frac{\varphi_{m_{0}, k}(r)}{r^{m_{0}}}-\frac{m_{0} c_{m_{0}, k}(r)}{\left(2 m_{0}+N-2 s\right) r^{2 m_{0}+N-2 s}}\right) \\
& +\lambda^{m_{0}} \frac{m_{0}+N-2 s}{2 m_{0}+N-2 s} \int_{\lambda}^{r} \rho^{-m_{0}-N-1+2 s} \Upsilon_{m_{0}, k}(\rho) d \rho \\
& +\frac{m_{0} \lambda^{-m_{0}-N+2 s}}{2 m_{0}+N-2 s}\left(c_{m_{0}, k}(r)+\int_{\lambda}^{r} \rho^{m_{0}-1} \Upsilon_{m_{0}, k}(\rho) d \rho\right) \tag{4.119}
\end{align*}
$$

for every $\lambda, r \in\left(0, r_{0}\right]$. Now we claim that

$$
\begin{equation*}
\int_{0}^{r_{0}} \rho^{-m_{0}-N-1+2 s}\left|\Upsilon_{m_{0}, k}(\rho)\right| d \rho<+\infty \tag{4.120}
\end{equation*}
$$

By the Hölder inequality, a change of variables, (4.44), (4.90), Proposition 4.5.1, and (4.85) we have

$$
\begin{align*}
& \lambda^{-m_{0}-N-1+2 s}\left|\int_{B_{\lambda}^{+}} y^{1-2 s}\left(\widetilde{A}-\operatorname{Id}_{N+1}\right) \nabla W \cdot \frac{1}{|z|} \nabla_{\mathbb{S}} Y_{m_{0}, k}\left(\frac{z}{|z|}\right) d z\right| \\
& \leq \lambda^{-m_{0}-N-1+2 s}\left(\int_{B_{\lambda}^{+}} y^{1-2 s}\left|\left(\widetilde{A}-\operatorname{Id}_{N+1}\right) \nabla W\right|^{2} d z\right)^{\frac{1}{2}}\left(\int_{B_{\lambda}^{+}} \frac{y^{1-2 s}}{|z|^{2}}\left|\nabla_{\mathbb{S}} Y_{m_{0}, k}\left(\frac{z}{|z|}\right)\right|^{2} d z\right)^{\frac{1}{2}} \\
& \leq \lambda^{-m_{0}-1} O(\lambda) \sqrt{H(\lambda)}\left(\int_{B_{1}^{+}} y^{1-2 s}\left|\nabla V^{\lambda}\right|^{2} d z\right)^{\frac{1}{2}}\left(\int_{B_{1}^{+}} \frac{y^{1-2 s}}{|z|^{2}}\left|\nabla_{\mathbb{S}} Y_{m_{0}, k}\left(\frac{z}{|z|}\right)\right|^{2} d z\right)^{\frac{1}{2}} \\
& \leq \text { const } \lambda^{-m_{0}} \sqrt{H(\lambda)} \leq \text { const, } \tag{4.121}
\end{align*}
$$

where we used the fact that

$$
\begin{aligned}
\int_{B_{1}^{+}} \frac{y^{1-2 s}}{|z|^{2}}\left|\nabla_{\mathbb{S}} Y_{m_{0}, k}\left(\frac{z}{|z|}\right)\right|^{2} d z & =\int_{0}^{1} \rho^{N-1-2 s}\left(\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left|\nabla_{\mathbb{S}} Y_{m_{0}, k}(\theta)\right|^{2} d S\right) d \rho \\
& =\frac{m_{0}^{2}+m_{0}(N-2 s)}{N-2 s} .
\end{aligned}
$$

Dealing with the second term of (4.115), from an integration by parts, the Hölder inequality, (4.44) (4.90), Proposition 4.5.1, and (4.85) it follows that, for every $r \in\left(0, r_{0}\right]$,

$$
\begin{align*}
& \int_{0}^{r} \lambda^{-m_{0}-N-1+2 s}\left|\int_{S_{\lambda}^{+}} y^{1-2 s}\left(\widetilde{A}-\operatorname{Id}_{N+1}\right) \nabla W \cdot \frac{z}{|z|} Y_{m_{0}, k}\left(\frac{z}{|z|}\right) d S\right| d \lambda \\
& \leq \text { const } \int_{0}^{r} \lambda^{-m_{0}-N+2 s}\left(\int_{S_{\lambda}^{+}} y^{1-2 s}|\nabla W|\left|Y_{m_{0}, k}\left(\frac{z}{|z|}\right)\right| d S\right) d \lambda \\
& =\text { const }\left(r^{-m_{0}-N+2 s} \int_{B_{r}^{+}} y^{1-2 s}|\nabla W|\left|Y_{m_{0}, k}\left(\frac{z}{|z|}\right)\right| d z\right. \\
& \left.\quad \quad+\left(m_{0}+N-2 s\right) \int_{0}^{r} \lambda^{-m_{0}-N-1+2 s}\left(\int_{B_{\lambda}^{+}} y^{1-2 s}|\nabla W|\left|Y_{m_{0}, k}\left(\frac{z}{|z|}\right)\right| d z\right) d \lambda\right) \\
& \leq \text { const }\left(r^{-m_{0}+1} \sqrt{H(r)}+\int_{0}^{r} \lambda^{-m_{0}} \sqrt{H}(\lambda) d \lambda\right) \leq \text { const } r \tag{4.122}
\end{align*}
$$

taking into account that

$$
\int_{B_{\lambda}^{+}} y^{1-2 s}\left|Y_{m_{0}, k}\left(\frac{z}{|z|}\right)\right|^{2} d z=\frac{\lambda^{N+2-2 s}}{N+2-2 s} .
$$

By the Hölder inequality the third term in (4.115) can be estimated as

$$
\begin{align*}
& \lambda^{-m_{0}-N-1+2 s}\left|\int_{B_{\lambda}^{\prime}} \tilde{h}(y) \operatorname{Tr}(W) \operatorname{Tr}\left(Y_{m_{0}, k}\left(\frac{y}{|y|}\right)\right) d y\right| \\
& \leq \lambda^{-m_{0}-N-1+2 s}\left(\int_{B_{\lambda}^{\prime}}|\widetilde{h}(y)||\operatorname{Tr}(W)|^{2} d y\right)^{\frac{1}{2}}\left(\int_{B_{\lambda}^{\prime}}|\tilde{h}(y)|\left|\operatorname{Tr}\left(Y_{m_{0}, k}\left(\frac{y}{|y|}\right)\right)\right|^{2} d y\right)^{\frac{1}{2}} \\
& \leq \lambda^{-m_{0}-N-1+2 s} \eta_{|\tilde{h}|}(\lambda)\left(\int_{B_{\lambda}^{+}} y^{1-2 s}|\nabla W|^{2} d z+\frac{N-2 s}{2 \lambda} \int_{S_{\lambda}^{+}} y^{1-2 s} W^{2} d S\right)^{\frac{1}{2}} \times \\
& \quad \times\left(\int_{B_{\lambda}^{+}} y^{1-2 s}\left|\nabla Y_{m_{0}, k}\left(\frac{z}{|z|}\right)\right|^{2} d z+\frac{N-2 s}{2 \lambda} \int_{S_{\lambda}^{+}} y^{1-2 s}\left|Y_{m_{0}, k}\left(\frac{z}{|z|}\right)\right|^{2} d S\right)^{\frac{1}{2}} \\
& \leq \lambda^{-m_{0}-1} \eta_{|\tilde{h}|}(\lambda) \sqrt{H(\lambda)}\left(\int_{B_{1}^{+}} y^{1-2 s}\left|\nabla V^{\lambda}\right|^{2} d z+(N-2 s) \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \mu(\lambda \theta)\left|V^{\lambda}\right|^{2} d S\right)^{\frac{1}{2}} \times \\
& \quad \times\left(\lambda^{2} \int_{B_{1}^{+}} y^{1-2 s}\left|\nabla Y_{m_{0}, k}\left(\frac{z}{|z|}\right)\right|^{2} d z+\frac{N-2 s}{2} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left|Y_{m_{0}, k}(\theta)\right|^{2} d S\right)^{\frac{1}{2}} \\
& \leq \text { const } \lambda^{-m_{0}-1} \eta_{|\tilde{h}|}(\lambda) \sqrt{H(\lambda)} \leq \text { const } \lambda^{-1+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon},} \tag{4.123}
\end{align*}
$$

in view of $(4.28),(4.29),(4.48),(4.85),(4.90),(4.92)$ and Proposition 4.5.1. Collecting estimates (4.121), (4.122) and (4.123) we deduce that, for every $r \in\left(0, r_{0}\right]$,

$$
\begin{equation*}
\int_{0}^{r} \rho^{-m_{0}-N-1+2 s}\left|\Upsilon_{m_{0}, k}(\rho)\right| d \rho \leq \operatorname{const}\left(r+\int_{0}^{r} \rho^{-1+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}} d \rho\right) \leq \operatorname{const} r^{\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}} \tag{4.124}
\end{equation*}
$$

thus proving (4.120). Moreover we have

$$
\begin{equation*}
\int_{0}^{r_{0}} \rho^{m_{0}-1}\left|\Upsilon_{m_{0}, k}(\rho)\right| d \rho<+\infty \tag{4.125}
\end{equation*}
$$

as a consequence of (4.120), since in a neighbourhood of $0, \rho^{m_{0}-1} \leq \rho^{-m_{0}-N-1+2 s}$.
Now we claim that, for every $r \in\left(0, r_{0}\right]$,

$$
\begin{equation*}
c_{m_{0}, k}(r)+\int_{0}^{r} \rho^{m_{0}-1} \Upsilon_{m_{0}, k}(\rho) d \rho=0 \tag{4.126}
\end{equation*}
$$

To prove (4.126) we argue by contradiction. If there exists $r \in\left(0, r_{0}\right]$ such that (4.126) does not hold true, then by (4.119), (4.120) and (4.125)

$$
\varphi_{m_{0}, k}(\lambda) \sim \frac{m_{0} \lambda^{-m_{0}-N+2 s}}{2 m_{0}+N-2 s}\left(c_{m_{0}, k}(r)+\int_{0}^{r} \rho^{m_{0}-1} \Upsilon_{m_{0}, k}(\rho) d \rho\right) \quad \text { as } \lambda \rightarrow 0^{+}
$$

From this, it follows that

$$
\begin{equation*}
\int_{0}^{r_{0}} \lambda^{N-1-2 s}\left|\varphi_{m_{0}, k}(\lambda)\right|^{2} d \lambda=+\infty \tag{4.127}
\end{equation*}
$$

since $N-2 s+2 m_{0}>0$. On the other hand, from (4.114), the Parseval identity and (3.6) we deduce the following estimate

$$
\begin{aligned}
& \int_{0}^{r_{0}} \lambda^{N-1-2 s}\left|\varphi_{m_{0}, k}(\lambda)\right|^{2} d \lambda \leq \int_{0}^{r_{0}} \lambda^{N-1-2 s}\left(\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}|W(\lambda \theta)|^{2} d S\right) d \lambda \\
&=\int_{0}^{r_{0}} \lambda^{-2}\left(\int_{S_{\lambda}^{+}} y^{1-2 s}|W|^{2} d S\right) d \lambda=\int_{B_{r_{0}}^{+}} y^{1-2 s} \frac{|W(z)|^{2}}{|z|^{2}} d z<+\infty,
\end{aligned}
$$

which contradicts (4.127). Hence (4.126) is proved. From (4.126) and (4.124) it follows that, for every $r \in\left(0, r_{0}\right]$,

$$
\begin{gather*}
\lambda^{-m_{0}-N+2 s}\left|c_{m_{0}, k}(r)+\int_{\lambda}^{r} \rho^{m_{0}-1} \Upsilon_{m_{0}, k}(\rho) d \rho\right|=\lambda^{-m_{0}-N+2 s}\left|\int_{0}^{\lambda} \rho^{m_{0}-1} \Upsilon_{m_{0}, k}(\rho) d \rho\right| \\
\leq \lambda^{-m_{0}-N+2 s}\left(\lambda^{2 m_{0}+N-2 s} \int_{0}^{\lambda} \rho^{-m_{0}-N-1+2 s}\left|\Upsilon_{m_{0}, k}(\rho)\right| d \rho\right) \leq \mathrm{const} \lambda^{m_{0}+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}} \tag{4.128}
\end{gather*}
$$

We finally deduce (4.116) combining (4.119), (4.126) and (4.128).
Proposition 4.5.4. Let $\gamma$ be as in (4.83). Then

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0^{+}} \lambda^{-2 \gamma} H(\lambda)>0 \tag{4.129}
\end{equation*}
$$

Proof. By (4.49), the Parseval identity and (4.114) we have

$$
\begin{equation*}
H(\lambda)=\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \mu(\lambda \theta)|W(\lambda \theta)|^{2} d S=(1+O(\lambda)) \sum_{m=1}^{\infty} \sum_{k=1}^{M_{m}}\left|\varphi_{m, k}(\lambda)\right|^{2} \tag{4.130}
\end{equation*}
$$

Let $m_{0} \in \mathbb{N} \backslash\{0\}$ be such that $\gamma=m_{0}$ according to Proposition 4.5.2. We argue by contradiction and assume that $0=\lim _{\lambda \rightarrow 0^{+}} \lambda^{-2 \gamma} H(\lambda)=\lim _{\lambda \rightarrow 0^{+}} \lambda^{-2 m_{0}} H(\lambda)$. In view of (4.130) this would imply that

$$
\lim _{\lambda \rightarrow 0^{+}} \lambda^{-m_{0}} \varphi_{m_{0}, k}(\lambda)=0 \quad \text { for every } k \in\left\{1, \ldots, M_{m_{0}}\right\} .
$$

Therefore, from (4.116) it follows that, for all $k \in\left\{1, \ldots, M_{m_{0}}\right\}$ and $r \in\left(0, r_{0}\right]$,

$$
\begin{aligned}
\frac{\varphi_{m_{0}, k}(r)}{r^{m_{0}}}+\frac{m_{0} r^{-2 m_{0}-N+2 s}}{2 m_{0}+N-2 s} \int_{0}^{r} \rho^{m_{0}-1} & \Upsilon_{m_{0}, k}(\rho) d \rho \\
& +\frac{m_{0}+N-2 s}{2 m_{0}+N-2 s} \int_{0}^{r} \rho^{-m_{0}-N-1+2 s} \Upsilon_{m_{0}, k}(\rho) d \rho=0,
\end{aligned}
$$

so that, substituting into (4.116), we obtain that

$$
\varphi_{m_{0}, k}(\lambda)=-\frac{m_{0}+N-2 s}{2 m_{0}+N-2 s} \lambda^{m_{0}} \int_{0}^{\lambda} \rho^{-m_{0}-N-1+2 s} \Upsilon_{m_{0}, k}(\rho) d \rho+O\left(\lambda^{m_{0}+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\right)
$$

as $\lambda \rightarrow 0^{+}$. Hence, from (4.124) we infer that

$$
\begin{equation*}
\varphi_{m_{0}, k}(\lambda)=O\left(\lambda^{m_{0}+\frac{4 s^{2} \varepsilon}{N+2 s \varepsilon}}\right) \quad \text { as } \lambda \rightarrow 0^{+} \quad \text { for all } k \in\left\{1, \ldots, M_{m_{0}}\right\} . \tag{4.131}
\end{equation*}
$$

Moreover, estimate (4.87) with $\sigma=\frac{2 s^{2} \varepsilon}{N+2 s \varepsilon}$ implies that

$$
\begin{equation*}
\frac{1}{\sqrt{H(\lambda)}}=O\left(\lambda^{-m_{0}-\frac{2 s^{2} \varepsilon}{N+2 s \varepsilon}}\right) \quad \text { as } \lambda \rightarrow 0^{+} . \tag{4.132}
\end{equation*}
$$

Since

$$
\varphi_{m_{0}, k}(\lambda)=\sqrt{H(\lambda)} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} V^{\lambda}(\theta) Y_{m_{0}, k}(\theta) d S \quad \text { for all } k \in\left\{1, \ldots, M_{m_{0}}\right\}
$$

by (4.114) and (4.90), from (4.131) and (4.132) we deduce that

$$
\begin{equation*}
\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} V^{\lambda}(\theta) \Psi(\theta) d S=O\left(\lambda^{\frac{2 s^{2} \varepsilon}{N+2 s \varepsilon}}\right) \quad \text { as } \lambda \rightarrow 0^{+} \tag{4.133}
\end{equation*}
$$

for every $\Psi \in \operatorname{Span}\left\{Y_{m_{0}, k}: k \in\left\{1, \ldots M_{m_{0}}\right\}\right\}$. By (4.24), (4.25), (3.4) and Proposition 4.5.2, for any sequence $\lambda_{n} \rightarrow 0^{+}$, there exist a subsequence $\lambda_{n_{h}} \rightarrow 0^{+}$and $\Psi \in \operatorname{Span}\left\{Y_{m_{0}, k}: k \in\right.$ $\left.\left\{1, \ldots M_{m_{0}}\right\}\right\}$ such that $\|\Psi\|_{L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)}=1$ and

$$
\lim _{h \rightarrow+\infty} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} V^{\lambda_{n_{h}}}(\theta) \Psi(\theta) d S=\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}|\Psi|^{2} d S=1
$$

thus contradicting (4.133).

Theorem 4.5.5. Let $W$ be a non trivial weak solution to (4.58). Let $\gamma$ be as in (4.83) and $m_{0} \in \mathbb{N} \backslash\{0\}$ be such that $\gamma=m_{0}$, according to Proposition 4.5.2. Let $\left\{Y_{m_{0}, k}\right\}_{k \in\left\{1, \ldots, M_{m_{0}}\right\}}$ be as in (4.25), with $V_{m_{0}}$ and $M_{m_{0}}$ defined as in (4.23) and (4.24) respectively. Then

$$
\lambda^{-m_{0}} W(\lambda z) \rightarrow|z|^{m_{0}} \sum_{k=1}^{M_{m_{0}}} \beta_{k} Y_{m_{0}, k}\left(\frac{z}{|z|}\right) \quad \text { as } \lambda \rightarrow 0^{+} \quad \text { strongly in } H^{1}\left(B_{1}^{+}, y^{1-2 s}\right) \text {, }
$$

where $\left(\beta_{1}, \ldots, \beta_{M_{m_{0}}}\right) \neq(0, \ldots, 0)$ and, for every $k \in\left\{1, \ldots, M_{m_{0}}\right\}$,

$$
\begin{align*}
\beta_{k}=\frac{\varphi_{m_{0}, k}(r)}{r^{m_{0}}}+\frac{m_{0} r^{-2 m_{0}-N+2 s}}{\left(2 m_{0}+N-2 s\right)} & \int_{0}^{r} \rho^{m_{0}-1} \Upsilon_{m_{0}, k}(\rho) d \rho \\
& +\frac{m_{0}+N-2 s}{2 m_{0}+N-2 s} \int_{0}^{r} \rho^{-m_{0}-N-1+2 s} \Upsilon_{m_{0}, k}(\rho) d \rho, \tag{4.134}
\end{align*}
$$

for all $r \in\left(0, r_{0}\right]$, where $\varphi_{m_{0}, k}$ is defined in (4.114) and $\Upsilon_{m_{0}, k}$ in (4.115).
Proof. From Proposition 4.5.2, (4.25), and (4.129) it follows that, for any sequence $\left\{\lambda_{n}\right\}$ such that $\lambda_{n} \rightarrow 0^{+}$as $n \rightarrow \infty$, there exist a subsequence $\left\{\lambda_{n_{h}}\right\}$ and real numbers $\beta_{1}, \ldots, \beta_{M_{m_{0}}}$ such that $\left(\beta_{1}, \ldots, \beta_{M_{m_{0}}}\right) \neq(0, \ldots, 0)$ and

$$
\begin{equation*}
\lambda_{n_{h}}^{-m_{0}} W\left(\lambda_{n_{h}} z\right) \rightarrow|z|^{m_{0}} \sum_{k=1}^{M_{m_{0}}} \beta_{k} Y_{m_{0}, k}\left(\frac{z}{|z|}\right) \text { as } h \rightarrow+\infty \text { strongly in } H^{1}\left(B_{1}^{+}, y^{1-2 s}\right) . \tag{4.135}
\end{equation*}
$$

We claim that the numbers $\beta_{1}, \ldots \beta_{M_{m_{0}}}$ depend neither on the sequence $\left\{\lambda_{n}\right\}$ nor on its subsequence $\left\{\lambda_{n_{h}}\right\}$. Letting $\varphi_{m_{0}, k}$ be as (4.114), for every $k \in\left\{1, \ldots, M_{m_{0}}\right\}$

$$
\begin{equation*}
\lim _{h \rightarrow+\infty} \lambda_{n_{h}}^{-m_{0}} \varphi_{m_{0}, k}\left(\lambda_{n_{h}}\right)=\lim _{h \rightarrow+\infty} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \lambda_{n_{h}}^{-m_{0}} W\left(\lambda_{n_{h}} \theta\right) Y_{m_{0}, k}(\theta) d S=\beta_{k}, \tag{4.136}
\end{equation*}
$$

thanks to (4.135) and the compactness of the trace operator in (3.4). Combining (4.136) and (4.116) we obtain that, for every $r \in\left(0, r_{0}\right], \beta_{k}=\lim _{h \rightarrow+\infty} \lambda_{n_{h}}^{-m_{0}} \varphi_{m_{0}, k}\left(\lambda_{n_{h}}\right)$ is equal to the right hand side in (4.134), thus proving the claim. By Urysohn's subsequence principle we conclude that the convergence in (4.135) holds as $\lambda \rightarrow 0^{+}$, hence the proof is complete.

### 4.6 Proofs of the main results

The proof of Theorem 4.1.3 is obtained as a consequence of the following result.
Theorem 4.6.1. Let $N>2 s$ and $\Omega \subset \mathbb{R}^{N}$ be a bounded Lipschitz domain such that $0 \in \partial \Omega$ and (4.10)-(4.12) are satisfied with $x_{0}=0$ for some function $g$ and $R>0$. Let $U$ be a non trivial solution to (4.17) in the sense of (4.18), with $h$ satisfying (4.8), and let

$$
\widehat{U}(z)= \begin{cases}U(z), & \text { if } z \in \mathcal{C}_{\Omega} \cap F\left(B_{r_{0}}^{+}\right),  \tag{4.137}\\ 0, & \text { if } z \in F\left(B_{r_{0}}^{+}\right) \backslash \mathcal{C}_{\Omega},\end{cases}
$$

with $F$ and $r_{0}$ being as in Proposition 4.3.1. Then there exist $m_{0} \in \mathbb{N} \backslash\{0\}$ (which is odd in the case $N=1$ ) such that

$$
\begin{equation*}
\lambda^{-m_{0}} \widehat{U}(\lambda z) \rightarrow|z|^{m_{0}} \sum_{k=1}^{M_{m_{0}}} \beta_{k} \widehat{Y}_{m_{0}, k}\left(\frac{z}{|z|}\right) \quad \text { as } \lambda \rightarrow 0^{+} \quad \text { strongly in } H^{1}\left(B_{1}^{+}, y^{1-2 s}\right) \text {, } \tag{4.138}
\end{equation*}
$$

where $M_{m_{0}}$ is as in (4.24),

$$
\widehat{Y}_{m_{0}, k}\left(\theta^{\prime}, \theta_{N}, \theta_{N+1}\right)= \begin{cases}Y_{m_{0}, k}\left(\theta^{\prime}, \theta_{N}, \theta_{N+1}\right), & \text { if } \theta_{N}<0  \tag{4.139}\\ 0, & \text { if } \theta_{N} \geq 0\end{cases}
$$

with $\left\{Y_{m_{0}, k}\right\}_{k \in\left\{1, \ldots, M_{m_{0}}\right\}}$ being as in (4.25), and the coefficients $\beta_{k}$ satisfy (4.134).
Proof. If $U$ is a non trivial solution of (4.17), then the function $W$ defined in (4.34) and (4.55) belongs to $H^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$ and is a non trivial weak solution to (4.58). Letting

$$
\widehat{W}(z)= \begin{cases}W(z), & \text { if } z \in \mathcal{Q}_{r_{0}} \\ 0, & \text { if } z \in B_{r_{0}}^{+} \backslash \mathcal{Q}_{r_{0}}\end{cases}
$$

where $\mathcal{Q}_{r_{0}}$ is defined in (4.33), by Remark 4.3 .4 we have $\widehat{W} \in H^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$. Moreover Theorem 4.5.5 implies that

$$
\lambda^{-m_{0}} \widehat{W}(\lambda z) \rightarrow \widehat{\Phi}(z) \quad \text { strongly in } H^{1}\left(B_{1}^{+}, y^{1-2 s}\right) \quad \text { as } \lambda \rightarrow 0^{+}
$$

where

$$
\widehat{\Phi}(z)=|z|^{m_{0}} \sum_{k=1}^{M_{m_{0}}} \beta_{k} \widehat{Y}_{m_{0}, k}\left(\frac{z}{|z|}\right)
$$

with $\beta_{k}$ as in (4.134). Hence, by homogeneity,

$$
\begin{equation*}
\lambda^{-m_{0}} \widehat{W}(\lambda z) \rightarrow \widehat{\Phi}(z) \quad \text { strongly in } H^{1}\left(B_{r}^{+}, y^{1-2 s}\right) \quad \text { as } \lambda \rightarrow 0^{+} \quad \text { for all } r>1 \tag{4.140}
\end{equation*}
$$

We note that

$$
\begin{equation*}
\lambda^{-m_{0}} \widehat{U}(\lambda z)=\lambda^{-m_{0}} \widehat{W}\left(\lambda G_{\lambda}(z)\right) \quad \text { and } \quad \nabla\left(\frac{\widehat{U}(\lambda \cdot)}{\lambda^{m_{0}}}\right)=\nabla\left(\frac{\widehat{W}(\lambda \cdot)}{\lambda^{m_{0}}}\right)\left(G_{\lambda}(z)\right) J_{G_{\lambda}}(z) \tag{4.141}
\end{equation*}
$$

where

$$
G_{\lambda}(z):=\frac{1}{\lambda} F^{-1}(\lambda z) \quad \text { for any } \lambda \in(0,1] \text { and } z \in \frac{1}{\lambda} F\left(B_{r_{0}^{+}}\right)
$$

From Proposition 4.3.1 we deduce that

$$
G_{\lambda}(z)=z+O(\lambda) \quad \text { and } \quad J_{G_{\lambda}}(z)=\operatorname{Id}_{N+1}+O(\lambda) \quad \text { as } \lambda \rightarrow 0^{+}
$$

uniformly respect to $z \in B_{1}^{+}$. It follows that, if $f_{\lambda} \rightarrow f$ in $L^{2}\left(B_{r}^{+}, y^{1-2 s}\right)$ as $\lambda \rightarrow 0^{+}$for some $r>1$, then $f_{\lambda} \circ G_{\lambda} \rightarrow f$ in $L^{2}\left(B_{1}^{+}, y^{1-2 s}\right)$ as $\lambda \rightarrow 0^{+}$. Then we conclude in view of (4.140) and (4.141).

Proof of Theorem 4.1.3. It follows directly from Theorem 4.6.1 up to a translation.
Passing to traces in (4.138) we obtain the following blow-up result for solutions to (4.1).
Theorem 4.6.2. Let $N>2 s$ and $\Omega \subset \mathbb{R}^{N}$ be a bounded Lipschitz domain such that $0 \in \partial \Omega$ and (4.10)-(4.12) are satisfied with $x_{0}=0$ for some function $g$ and $R>0$. Let $u \in \mathbb{H}^{s}(\Omega)$ be a non trivial solution of (4.1) in the sense of (4.9), with $h$ satisfying (4.8), and let $\widehat{u}(x)=\iota(u)$
with $\iota$ defined in (4.4). Then there exists $m_{0} \in \mathbb{N} \backslash\{0\}$ (which is odd in the case $N=1$ ) such that

$$
\lambda^{-m_{0}} \widehat{u}(\lambda x) \rightarrow|x|^{m_{0}} \sum_{k=1}^{M_{m_{0}}} \beta_{k} \widehat{Y}_{m_{0}, k}\left(\frac{x}{|x|}, 0\right) \quad \text { as } \lambda \rightarrow 0^{+} \quad \text { strongly in } H^{s}\left(B_{1}^{\prime}\right)
$$

where $M_{m_{0}}$ is as in (4.24), $\left\{\widehat{Y}_{m_{0}, k}\right\}_{k \in\left\{1, \ldots, M_{m_{0}}\right\}}$ are defined in (4.139) and the coefficients $\beta_{k}$ satisfy (4.134).

Proof. As observed in [37], if $u \in \mathbb{H}^{s}(\Omega)$ is a non trivial solution of (4.1), then its extension $\mathcal{H}(u)=U$ is non trivial solution to (4.17). Hence the corresponding function $\widehat{U}$ defined in (4.137) satisfies (4.138) by Theorem 4.6.1. Since $\widehat{u}=\operatorname{Tr}(\widehat{U})$, the conclusion follows from Proposition 4.2.2.

Proof of Theorem 4.1.2. It follows directly from Theorem 4.6.2 up to a translation.

### 4.7 Neumann eigenvalues on the half-sphere under a symmetry condition

In order to determine the eigenvalues of (4.19), we first need the following preliminary lemma.
Lemma 4.7.1. Let $m, N \in \mathbb{N} \backslash\{0\}$ and let $u \in C^{m}\left(\mathbb{R}^{N}\right)$ be a positively homogeneous function of degree m, i.e.

$$
\begin{equation*}
u(\lambda x)=\lambda^{m} u(x) \quad \text { for every } \lambda>0 \text { and } x \in \mathbb{R}^{N} \tag{4.142}
\end{equation*}
$$

Then $u$ is a homogeneous polynomial of degree $m$.
Proof. Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right) \in \mathbb{N}^{N}$ be a multindex, $|\alpha|:=\sum_{i=1}^{N} \alpha_{i}$, and $x^{\alpha}=x_{1}^{\alpha_{1}} \ldots x_{N}^{\alpha_{N}}$ for any $x=\left(x_{1}, \ldots, x_{N}\right) \in \mathbb{R}^{N}$. By Taylor's Theorem with Lagrange remainder centered at 0 , for any $x \in \mathbb{R}^{N}$ there exists $t \in[0,1]$ such that

$$
u(x)=\sum_{|\alpha|<m} c_{\alpha} \frac{\partial^{|\alpha|} u}{\partial x^{\alpha}}(0) x^{\alpha}+\sum_{|\alpha|=m} c_{\alpha} \frac{\partial^{|\alpha|} u}{\partial x^{\alpha}}(t x) x^{\alpha}
$$

where $c_{\alpha}>0$ are positive constants depending on $\alpha$ and $\frac{\partial^{|\alpha|} u}{\partial x^{\alpha}}$ stands for $\frac{\partial^{|\alpha|} u}{\partial x_{1}^{\alpha_{1} \ldots \partial x_{N}^{\alpha_{N}}} \text {. By }}$ (4.142), one can easily prove that $\frac{\partial^{|\alpha|} u}{\partial x^{\alpha}}$ is a positively homogeneous function of degree $m-|\alpha|$ for all $\alpha$ with $|\alpha| \leq m$. Thus, combining this fact with the continuity of $\frac{\partial^{|\alpha|} u}{\partial x^{\alpha}}$, it is clear that $\frac{\partial^{|\alpha|} u}{\partial x^{\alpha}}(0)=0$ for every $\alpha \in \mathbb{N}^{N}$ with $|\alpha|<m$. On the other hand, for every $\alpha \in \mathbb{N}^{N}$ with $|\alpha|=m, \frac{\partial^{|\alpha|} u}{\partial x^{\alpha}}$ is constant and exactly equal to $\frac{\partial^{|\alpha|} u}{\partial x^{\alpha}}(0)$, being a homogeneous function of degree 0. It follows that

$$
u(x)=\sum_{|\alpha|=m} c_{\alpha} \frac{\partial^{|\alpha|} u}{\partial x^{\alpha}}(0) x^{\alpha} \quad \text { for every } x \in \mathbb{R}^{N}
$$

hence proving the claim.
Proposition 4.7.2. All the eigenvalues of problem (4.19) are characterized by formula (4.22).

Proof. We start by proving that if $\mu$ is an eigenvalue of (4.19), then $\mu=m^{2}+m(N-2 s)$ for some $m \in \mathbb{N} \backslash\{0\}$. If $\mu$ is an eigenvalue, then there exists a non trivial solution $Y$ of (4.19). A direct computation shows that $Y$ is a weak solution to (4.19) if and only if the function

$$
U(z):=|z|^{\gamma} Y\left(\frac{z}{|z|}\right), \quad z \in \mathbb{R}_{+}^{N+1}
$$

with

$$
\begin{equation*}
\gamma:=-\frac{N-2 s}{2}+\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\mu} \tag{4.143}
\end{equation*}
$$

belongs to $H_{\text {loc }}^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)$, is odd with respect to $y_{N}$ and weakly solves

$$
\begin{cases}\operatorname{div}\left(y^{1-2 s} \nabla U\right)=0, & \text { in } \mathbb{R}_{+}^{N+1}  \tag{4.144}\\ \lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial U}{\partial \nu}=0, & \text { on } \mathbb{R}^{N}\end{cases}
$$

Hence, if $\mu$ is an eigenvalue of (4.19), there exists a solution $U$ of (4.144) which is odd with respect to $y_{N}$ and positively homogeneous of degree $\gamma$. The regularity result in [120, Theorem 1.1] ensures that $U \in C^{\infty}\left(\overline{B_{1}^{+}}\right)$. Then there exists $m \in \mathbb{N} \backslash\{0\}$ such that $\gamma=m$ and so $\mu=m^{2}+m(N-2 s)$ thanks to (4.143). We notice that the case $m=0$ is excluded since in that case $\mu=0$ and 0 is not an eigenvalue. Indeed, if by contradiction 0 is an eigenvalue, letting $Y$ be an eigenfunction of (4.19) with associated eigenvalue 0 and choosing in (4.21) $\Psi=Y$, we would have $Y$ constant and $Y \not \equiv 0$, hence $Y \notin H_{\text {odd }}^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$ which is a contradiction (see (4.20)).

Viceversa, in order to prove that the numbers given in (4.22) are eigenvalues of (4.19), we need to show that, for any fixed $m \in \mathbb{N} \backslash\{0\}$, there actually exist an eigenfunction associated to $m^{2}+m(N-2 s)$ if $N>1$ and an eigenfunction associated to $(2 m-1)^{2}+(2 m-1)(N-2 s)$ if $N=1$. Equivalently, for any fixed $m \in \mathbb{N} \backslash\{0\}$ we have to find a non trivial solution to (4.144) which is odd with respect to $x_{N}$ and positively homogeneous with degree $m$ if $N>1$ and $2 m-1$ if $N=1$. To this end, we observe that equation $\operatorname{div}\left(y^{1-2 s} \nabla U\right)=0$ can be rewritten as

$$
\begin{equation*}
\Delta U+\frac{1-2 s}{y} U_{y}=0 \tag{4.145}
\end{equation*}
$$

We first consider the case $N=1$. If $n=2 m-1$ with $m \in \mathbb{N} \backslash\{0\}$, we consider the following homogeneous polynomial of degree $2 m-1$, odd with respect to $x_{1}$,

$$
\begin{equation*}
U_{1, m}\left(x_{1}, y\right):=\sum_{k=0}^{m-1} a_{k} x_{1}^{2 k+1} y^{2 m-2 k-2} \tag{4.146}
\end{equation*}
$$

with $a_{0}, \ldots, a_{m-1} \in \mathbb{R}$. A direct computation shows that $U_{1, m}$ is a solution of (4.144), and equivalently of (4.145), if and only if

$$
a_{k}=\frac{-2\left[(m-k)^{2}-s(m-k)\right]}{k(2 k+1)} a_{k-1} \quad \text { for all } k \in\{1, \ldots, m-1\}
$$

Thus, for example choosing $a_{0}:=1$, we have constructed a non trivial solution to (4.144) which is odd with respect to $y_{1}$ and positively homogeneous of degree $2 m-1$.

To complete the proof of (4.22) in the case $N=1$, it remains to show that, if $n=2 m$ with $m \in \mathbb{N} \backslash\{0\}$, then $n^{2}+n(N-2 s)$ is not an eigenvalue of (4.19). To this aim, we argue
by contradiction and assume that $(2 m)^{2}+2 m(N-2 s)$ is an eigenvalue of (4.19) associated to an eigenfunction $\Psi$. Then the function defined as

$$
U(z)=|z|^{\gamma} \Psi\left(\frac{z}{|z|}\right), \quad z=\left(x_{1}, y\right) \in \mathbb{R}_{+}^{2},
$$

with

$$
\gamma=-\frac{N-2 s}{2}+\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+(2 m)^{2}+2 m(N-2 s)}=2 m
$$

is a non trivial solution to (4.144), odd with respect to $x_{1}$. Hence, if we consider the even reflection of $U$ with respect to $y$, namely the function $\widetilde{U}\left(x_{1}, y\right):=U\left(x_{1},|y|\right), \widetilde{U}$ is a solution of $\operatorname{div}\left(|y|^{1-2 s} \nabla \widetilde{U}\right)=0$ in $\mathbb{R}^{2}$. Then, by [120, Theorem 1.1] we deduce that $\widetilde{U} \in C^{\infty}\left(\mathbb{R}^{2}\right)$. Moreover, $\tilde{U}$ is positively homogeneous of degree $\gamma=2 m$, therefore from Lemma 4.7.1 it follows that $\tilde{U}$ is a homogeneous polynomial of degree $2 m$, namely

$$
\widetilde{U}\left(x_{1}, y\right)=\sum_{k=0}^{2 m} a_{k} x_{1}^{2 m-k} y^{k}
$$

where $a_{k}=0$ if $k$ is odd since $\tilde{U}$ is even with respect to $y$. In this way $\tilde{U}$ turns out to be even also with respect to $x_{1}$ and this contradicts the fact that $U$ is non trivial and odd with respect to $x_{1}$.

If $N=2$ and $m \in \mathbb{N} \backslash\{0\}$ is odd, then we consider $U_{2}\left(x_{1}, x_{2}, y\right):=U_{1, n}\left(x_{2}, y\right)$, where $U_{1, n}$ is defined in (4.146) and $n \in \mathbb{N} \backslash\{0\}$ is such that $m=2 n-1$. Such $U_{2}$ is a positively homogeneous solution of (4.144) of degree $m$, odd with respect to $x_{2}$. If $m \in \mathbb{N} \backslash\{0\}$ is even, i.e. $m=2 n$ with $n \in \mathbb{N} \backslash\{0\}$, then we define

$$
U_{3}\left(x_{1}, x_{2}, y\right):=\sum_{k=0}^{n-1} a_{k} x_{1}^{2 k+1} x_{2}^{2 n-2 k-1}
$$

with $a_{0}, \ldots, a_{n-1} \in \mathbb{R}$. A direct computation shows that $U_{3}$ is a solution of (4.144), and equivalently of (4.145), if and only if

$$
a_{k+1}=\frac{-\left[2(n-k)^{2}-3 n+3 k+1\right]}{\left(2 k^{2}+5 k+3\right)} a_{k} \quad \text { for all } k \in\{0, \ldots, n-2\} .
$$

Then, choosing for example again $a_{0}=1$, we obtain that $U_{3}$ is a solution of (4.144) which is positively homogeneous of degree $m$ and odd with respect to $y_{2}$, as desired.

If $N>2$, for any $m \in \mathbb{N} \backslash\{0\}$ there exists a harmonic homogeneous polynomial $P \not \equiv 0$ in the variables $y_{1}, \ldots, x_{N-1}$, of degree $m-1$. Then $U_{4}\left(x_{1}, \ldots, x_{N-1}, x_{N}, t\right):=P\left(x_{1}, \ldots, x_{N-1}\right) x_{N}$ is a non trivial solution to (4.144) which is odd with respect to $x_{N}$ and positively homogeneous of degree $m$.

## Chapter 5

## Unique continuation for the fractional power of a Schrödinger-type operator

### 5.1 Statement of the main results

In this Chapter we establish a strong unique continuation principle and classify the asymptotic profiles in the singular point 0 for solutions of the linear equation

$$
\begin{equation*}
L_{\alpha, k}^{s} u=g u \quad \text { in } \Omega \tag{5.1}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{N}$ with $N \geq 3$ is a connected bounded Lipschitz domain such that $0 \in \Omega$ and

$$
L_{\alpha, k} u:=-\Delta u-\frac{\alpha}{|x|_{k}^{2}} u
$$

with

$$
\begin{equation*}
|x|_{k}^{2}=\sum_{i=1}^{k} x_{i}^{2} \quad \text { and } \quad \alpha \in\left(-\infty,\left(\frac{k-2}{2}\right)^{2}\right) \tag{5.2}
\end{equation*}
$$

for any $k \in\{3, \ldots, N\}$. The fractional powers $L_{\alpha, k}^{s}$ of the operator $L_{\alpha, k}$ are rigorously defined in (5.9). The potential $g$ satisfies

$$
\left\{\begin{array}{l}
g \in W_{l o c}^{1, \infty}(\Omega \backslash\{0\})  \tag{5.3}\\
|g(x)|+|x \cdot \nabla g(x)| \leq C_{g}|x|^{-2 s+\varepsilon}, \quad \text { for a.e. } x \in \Omega
\end{array}\right.
$$

for some positive constant $C_{g}>0$ and $\varepsilon \in(0,1)$.
Since we deal with singular potentials of the form $\alpha|x|_{k}^{-2}$, Hardy-type inequalities with optimal constants are fundamental to study the positivity of $L_{\alpha, k}$ on $H_{0}^{1}(\Omega)$. In the case $k=N$ it is well known that

$$
\int_{\mathbb{R}^{N}} \frac{\phi^{2}}{|x|^{2}} d x \leq\left(\frac{2}{N-2}\right)^{2} \int_{\mathbb{R}^{N}}|\nabla \phi|^{2} d x \quad \text { for any } \phi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)
$$

and that $\left(\frac{2}{N-2}\right)^{2}$ is the optimal constant. A similar result also holds for cylindrical potential, more precisely for any $k \in\{3, \ldots, N\}$

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \frac{\phi^{2}}{|x|_{k}^{2}} d x \leq\left(\frac{2}{k-2}\right)^{2} \int_{\mathbb{R}^{N}}\left|\nabla \phi^{2}\right| d x \quad \text { for any } \phi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right) \tag{5.4}
\end{equation*}
$$

see [104, Subsection 2.1.6, Corollary 3] or [20]. Furthermore $\left(\frac{2}{k-2}\right)^{2}$ is the optimal constant as conjectured in [20] and proved in [116].

Let us consider the eigenvalue problem

$$
\begin{cases}L_{\alpha, k} u=\mu u, & \text { in } \Omega,  \tag{5.5}\\ u=0, & \text { on } \partial \Omega\end{cases}
$$

We say that $\mu$ is an eigenvalue of (5.5) if there exists $Y \in H_{0}^{1}(\Omega) \backslash\{0\}$ such that

$$
\begin{equation*}
\int_{\Omega} \nabla Y \cdot \nabla v d x-\int_{\Omega} \frac{\alpha}{|x|_{k}^{2}} Y v d x=\mu \int_{\Omega} Y v d x, \quad \text { for any } v \in H_{0}^{1}(\Omega) . \tag{5.6}
\end{equation*}
$$

Thanks to (5.2) and (5.4), for any $k \in\{3, \cdots, N\}$ the energy functional

$$
J_{\alpha, k}(u):=\int_{\Omega}|\nabla u|^{2} d x-\int_{\Omega} \frac{\alpha}{|x|_{k}^{2}} u^{2} d x
$$

is coercive on $H_{0}^{1}(\Omega)$ and so by the Spectral Theorem the set of the eigenvalues of (5.5) is a non-decreasing, positive, diverging sequence $\left\{\mu_{\alpha, k, n}\right\}_{n \in \mathbb{N} \backslash\{0\}}$ (we repeat each eigenvalue according to its multiplicity). Furthermore there exists an orthonormal basis $\left\{Y_{\alpha, k, n}\right\}_{n \in \mathbb{N} \backslash\{0\}}$ of $L^{2}(\Omega)$ made of corresponding eigenfunctions. Since the first eigenfunction does not change sign, it is not restrictive to suppose that $Y_{\alpha, k, 1}$ is positive.

For any Hilbert space $X$ let $\left(v_{1}, v_{2}\right)_{X}$ be the scalar product on $X$. Furthermore let

$$
\begin{equation*}
v_{n}:=\left(v, Y_{\alpha, k, n}\right)_{L^{2}(\Omega)} \quad \text { for any } v \in L^{2}(\Omega) . \tag{5.7}
\end{equation*}
$$

Remark 5.1.1. In view of (5.4), $\|v\|_{\alpha, k}:=\left(J_{\alpha, k}(v)\right)^{\frac{1}{2}}$ is a norm on $H_{0}^{1}(\Omega)$ equivalent to the usual norm $\|v\|_{H_{0}^{1}(\Omega)}:=\left(\int_{\Omega}|\nabla v|^{2} d x\right)^{\frac{1}{2}}$. The scalar product associated to $\|\cdot\|_{\alpha, k}$ is given by

$$
(v, w)_{\alpha, k}:=\int_{\Omega} \nabla v \cdot \nabla w-\frac{\alpha}{|x|_{k}^{2}} v w d x
$$

By (5.6), $\left\{Y_{\alpha, k, n} / \sqrt{\mu_{\alpha, k, n}}\right\}_{n \in \mathbb{N} \backslash\{0\}}$ is an orthonormal basis of $H_{0}^{1}(\Omega)$ with respect to the norm $\|\cdot\|_{\alpha, k}$ and for any $v, w \in H_{0}^{1}(\Omega)$

$$
(v, w)_{\alpha, k}=\sum_{n=1}^{\infty} \mu_{\alpha, k, n} v_{n} w_{n}
$$

where $v_{n}$ and $w_{n}$ are as in (5.7).

Let us consider the functional space

$$
\mathbb{H}_{\alpha, k}^{s}(\Omega):=\left\{v \in L^{2}(\Omega): \sum_{n=1}^{\infty} \mu_{\alpha, k, n}^{s} v_{n}^{2}<+\infty\right\}
$$

which is a Hilbert space with respect to the scalar product

$$
\begin{equation*}
(v, w)_{\mathbb{H}_{\alpha, k}^{s}(\Omega)}:=\sum_{n=1}^{\infty} \mu_{\alpha, k, n}^{s} v_{n} w_{n}, \quad \text { for any } v, w \in \mathbb{H}_{\alpha, k}^{s}(\Omega) . \tag{5.8}
\end{equation*}
$$

We can precode as in Chapter 4 to define the fractional powers of the operator $L_{\alpha, k}^{s}$. Indeed for any $j \in \mathbb{N} \backslash\{0\}$, and $v \in L^{2}(\Omega)$ it is clear that $\sum_{n=1}^{j} \mu_{\alpha, k, n}^{s} v_{n} Y_{\alpha, k, n} \in L^{2}(\Omega)$ and that it can be identified with the element of the dual space $\left(\mathbb{H}_{\alpha, k}^{s}(\Omega)\right)^{*}$ acting on $u \in \mathbb{H}_{\alpha, k}^{s}(\Omega)$ as

$$
\underset{\left(\mathbb{H}_{\alpha, k}^{s}(\Omega)\right)^{*}}{ }\left\langle\sum_{n=1}^{j} \mu_{\alpha, k, n}^{s} v_{n} Y_{\alpha, k, n}, u\right\rangle_{\mathbb{H}_{\alpha, k}^{s}(\Omega)}:=\left(\sum_{n=1}^{j} \mu_{\alpha, k, n}^{s} v_{n} Y_{\alpha, k, n}, u\right)_{L^{2}(\Omega)}=\sum_{n=1}^{j} \mu_{\alpha, k, n}^{s} v_{n} u_{n} .
$$

It is easy to see that, if $v \in \mathbb{H}_{\alpha, k}^{s}(\Omega)$, then the series $\sum_{n=1}^{\infty} \mu_{\alpha, k, n}^{s} v_{n} Y_{\alpha, k, n}$ converges in the dual space $\left(\mathbb{H}_{\alpha, k}^{s}(\Omega)\right)^{*}$ to some $F \in\left(\mathbb{H}_{\alpha, k}^{s}(\Omega)\right)^{*}$ such that

$$
\left(\mathbb{H}_{\alpha, k}^{s}(\Omega)\right)^{*}\left\langle F, Y_{\alpha, k, n}\right\rangle_{\mathbb{H}_{\alpha, k}^{s}(\Omega)}=\mu_{\alpha, k, n}^{s} v_{n} \quad \text { for any } n \in \mathbb{N} \backslash\{0\} .
$$

It follows that, for every $v \in \mathbb{H}_{\alpha, k}^{s}(\Omega)$, we can define the fractional $s$-power of the operator $L_{\alpha, k}$ as

$$
\begin{equation*}
L_{\alpha, k}^{s} v:=\sum_{n=1}^{\infty} \mu_{\alpha, k, n}^{s} v_{n} Y_{\alpha, k, n} \in\left(\mathbb{H}_{\alpha, k}^{s}(\Omega)\right)^{*} . \tag{5.9}
\end{equation*}
$$

More precisely, the operator $L_{\alpha, k}^{s}$ is the Rietz isomorphism between $\mathbb{H}_{\alpha, k}^{s}(\Omega)$ endowed with the scalar product (5.8) and its dual space $\left(\mathbb{H}_{\alpha, k}^{s}(\Omega)\right)^{*}$, that is

$$
{ }_{\left(\mathbb{H}_{\alpha, k}^{s}(\Omega)\right)^{*}}\left\langle L_{\alpha, k}^{s} v_{1}, v_{2}\right\rangle_{\mathbb{H}_{\alpha, k}^{s}(\Omega)}=\left(v_{1}, v_{2}\right)_{\mathbb{H}_{\alpha, k}^{s}(\Omega)} \quad \text { for all } v_{1}, v_{2} \in \mathbb{H}_{\alpha, k}^{s}(\Omega) .
$$

We would like to characterize the space $\mathbb{H}_{\alpha, k}^{s}(\Omega)$ more explicitly. To this end, let us define

$$
\mathbb{H}^{s}(\Omega):= \begin{cases}H_{0}^{s}(\Omega), & \text { if } s \in(0,1) \backslash\left\{\frac{1}{2}\right\}, \\ H_{00}^{1 / 2}(\Omega), & \text { if } s=\frac{1}{2} .\end{cases}
$$

as in Section 4.1 of Chapter 4. In Section 5.7 we will prove the following Proposition by means of Interpolation Theory.

Proposition 5.1.2. For any $k \in\{3, \ldots, N\}, s \in(0,1)$ and $\alpha$ as in (5.2)

$$
\mathbb{H}_{\alpha, k}^{s}(\Omega)=\left(L^{2}(\Omega), H_{0}^{1}(\Omega)\right)_{s, 2}=\mathbb{H}^{s}(\Omega),
$$

with equivalent norms.

Let for any measurable function $v: \Omega \rightarrow \mathbb{R}$,

$$
\tilde{v}(x):= \begin{cases}v(x), & \text { if } x \in \Omega, \\ 0, & \text { if } x \in \mathbb{R}^{N} \backslash \Omega .\end{cases}
$$

Then from [31, Proposition B.1] in the case $s \neq \frac{1}{2}$ and from the proof of [31, Proposition B.1] and (4.3) if $s=\frac{1}{2}$ we deduce the following result.

Proposition 5.1.3. There exists a constant $C_{N, s, \Omega}$ such that

$$
\begin{equation*}
\|\tilde{v}\|_{H^{s}\left(\mathbb{R}^{n}\right)} \leq C_{N, s, \Omega}\|v\|_{\mathbb{H}^{s}(\Omega)} \tag{5.10}
\end{equation*}
$$

for any $v \in \mathbb{H}^{s}(\Omega)$.
Proposition 5.1.4. There exists a constant $K_{N, s, \Omega}$ such that for any $v \in \mathbb{H}^{s}(\Omega)$

$$
\begin{equation*}
\int_{\Omega} \frac{v^{2}(x)}{|x|^{2 s}} d x \leq K_{N, s, \Omega}\|v\|_{\mathbb{H}^{s}(\Omega)}^{2} \tag{5.11}
\end{equation*}
$$

Proof. The following Hardy-type inequality due to Herbst [86]

$$
2^{2 s} \frac{\Gamma^{2}\left(\frac{N+2 s}{4}\right)}{\Gamma^{2}\left(\frac{N-2 s}{4}\right)} \int_{\mathbb{R}^{N}} \frac{v^{2}(x)}{|x|^{2 s}} d x \leq \int_{\mathbb{R}^{N}}|\xi|^{2 s}|\hat{u}(\xi)|^{2} d \xi
$$

where $\hat{u}$ is the Fourier transform of $u$, holds for any $v \in H^{s}\left(\mathbb{R}^{N}\right)$. Then (5.11) follows from (5.10).

By Proposition 5.1.2, we can define a weak solution to (5.1) as a function $u \in \mathbb{H}^{s}(\Omega)$ such that

$$
\begin{equation*}
\underset{\left(\mathbb{H}_{\alpha, k}^{s}(\Omega)\right)^{*}}{ }\left\langle L_{\alpha, k}^{s} u, \phi\right\rangle_{\mathbb{H}_{\alpha, k}^{s}(\Omega)}=\int_{\Omega} g u \phi d x, \quad \text { for any } \phi \in C_{c}^{\infty}(\Omega) \tag{5.12}
\end{equation*}
$$

Thanks to (5.3), (5.11) and the Hölder inequality, the right hand side of (5.12) is well defined, that is it belongs to $\left(\mathbb{H}^{s}(\Omega)\right)^{*}$ as a linear functional of $\phi$.

Given the local nature of the Almgren monotonicity formula we need to localize the problem by means of an extension procedure in the spirt of [37] or [35], see also [125, Section 3.1]. Let

$$
C:=\Omega \times(0,+\infty), \quad \partial C_{L}:=\partial \Omega \times(0,+\infty) .
$$

Proposition 5.1.5. For any $\phi \in C_{c}^{\infty}\left(\mathbb{R}^{N} \times[0,+\infty)\right)$ and any $k \in\{3, \ldots, N\}$

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \frac{\phi^{2}}{|x|_{k}^{2}} d z \leq\left(\frac{2}{k-2}\right)^{2} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla_{x} \phi\right|^{2} d z \tag{5.13}
\end{equation*}
$$

where $\nabla_{x}$ is the gradient respect to the first $N$ variables.
Proof. Let $\phi \in C_{c}^{\infty}(\Omega \times[0,+\infty))$ and $k \in\{3, \ldots, N\}$. Then $\phi(\cdot, y) \in C_{c}^{\infty}(\Omega)$ for any $y \in[0, \infty)$ and so multiplying by $y^{1-2 s}$ and integrating over $(0, \infty)$ we deduce (5.13) from (5.4).

Let

$$
H_{0, L}^{1}\left(C, y^{1-2 s}\right):=\left\{V \in H^{1}\left(C, y^{1-2 s}\right): V=0 \text { on } \partial C_{L}\right\}
$$

The condition $V=0$ on $\partial C_{L}$ is meant in a classical trace sense. Indeed the weight $y^{1-2 s}$ is smooth, bounded and strictly positive on $\Omega \times\left[y_{1}, y_{2}\right]$ for any $0<y_{1}<y_{2}<+\infty$, and so we can use classical trace theory for the space $H^{1}\left(\Omega \times\left(y_{1}, y_{2}\right)\right)$ for any $0<y_{1}<y_{2}<+\infty$.

From [37, Proposition 2.1] and [34, Proposition 2.1, Lemma 2.6] we deduce the following result.

Proposition 5.1.6. There exists a linear and continuous trace operator

$$
\operatorname{Tr}: H_{0, L}^{1}\left(C, y^{1-2 s}\right) \rightarrow \mathbb{H}^{s}(\Omega)
$$

which is also surjective.
See Section 5.2 for a proof of the following next extension theorem,.
Theorem 5.1.7. Let $v \in \mathbb{H}^{s}(\Omega), k \in\{3, \ldots, N\}$ and $\alpha$ as in (5.2). Then there exists $a$ unique function $V \in H_{0, L}^{1}\left(C, y^{1-2 s}\right)$ such that $V$ weakly solves the problem

$$
\begin{cases}-\operatorname{div}\left(y^{1-2 s} \nabla V\right)=y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} V, & \text { in } C  \tag{5.14}\\ \operatorname{Tr}(V)=v, & \text { on } \Omega \\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial V}{\partial y}=c_{N, s} L_{k, \alpha}^{s} v, & \text { on } \Omega\end{cases}
$$

where $c_{N, s}>0$ is a constant depending only on $N$ and $s$, in the sense that

$$
\begin{equation*}
\left.\int_{C} y^{1-2 s} \nabla V \cdot \nabla \phi d z-\int_{C} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} V \phi d z=c_{N, s} \mathbb{H}_{\alpha, k}^{s}(\Omega)\right)^{*}\left\langle L_{\alpha, k}^{s} v, \phi(\cdot, 0)\right\rangle_{\mathbb{H}_{\alpha, k}^{s}(\Omega)} \tag{5.15}
\end{equation*}
$$

for any $\phi \in C_{c}^{\infty}(\Omega \times[0,+\infty))$. Furthermore

$$
\begin{equation*}
\int_{C} y^{1-2 s}|\nabla V(x, y)|^{2} d z-\int_{C} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} V^{2} d z=c_{N, s}\|v\|_{\mathbb{H}_{\alpha, k}^{s}(\Omega)}^{2} \tag{5.16}
\end{equation*}
$$

and $V$ is the only solution to the minimization problem

$$
\begin{equation*}
\inf \left\{\int_{C} y^{1-2 s}\left(|\nabla W|^{2}-\frac{\alpha}{|x|_{k}^{2}} w^{2}\right) d z: W \in H_{0, L}^{1}\left(C, y^{1-2 s}\right) \text { and } \operatorname{Tr}(W)=v\right\} \tag{5.17}
\end{equation*}
$$

From Theorem 5.1.7 we deduce the following corollary.
Corollary 5.1.8. Let $u \in \mathbb{H}^{s}(\Omega)$ be a solution of (5.12). Then there exists a unique $U \in$ $H_{0, L}^{1}\left(C, y^{1-2 s}\right)$ such that

$$
\begin{cases}-\operatorname{div}\left(y^{1-2 s} \nabla U\right)=y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} U, & \text { in } C  \tag{5.18}\\ \operatorname{Tr}(U)=u, & \text { on } \Omega \\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial U}{\partial y}=c_{N, s} g u, & \text { on } \Omega\end{cases}
$$

where $c_{N, s}>0$ is the constant depending only on $N$ and $s$ defined in Theorem 5.1.7, in the sense that

$$
\begin{equation*}
\int_{C} y^{1-2 s} \nabla U \cdot \nabla \phi d z-\int_{C} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} U \phi d z=c_{N, s} \int_{\Omega} g u \phi(\cdot, 0) d x \tag{5.19}
\end{equation*}
$$

for any $\phi \in C_{c}^{\infty}(\Omega \times[0,+\infty))$. Furthermore

$$
\int_{C} y^{1-2 s}|\nabla U(x, y)|^{2} d z-\int_{C} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} U^{2} d z=c_{N, s}\|u\|_{\mathbb{H}_{\alpha, k}^{s}(\Omega)}^{2}=c_{N, s} \int_{\Omega} g u^{2} d x .
$$

Let $\theta=\frac{z}{|z|}$ for any $z \in \mathbb{R}^{N+1}$ and $\theta^{\prime}=\left(\theta_{1}, \ldots, \theta_{N}\right)$.
The asymptotic profile of a solution $U$ of (5.19) in 0 will turn out to be related to the following eigenvalue problem

$$
\begin{cases}-\operatorname{div}_{\mathbb{S}}\left(\theta_{N+1}^{1-2 s} \nabla_{\mathbb{S}} Z\right)-\theta_{N+1}^{1-2 s} \frac{\alpha}{|\theta|_{k}^{2}} Z=\gamma \theta_{N+1}^{1-2 s} Z, & \text { in } \mathbb{S}^{+}  \tag{5.20}\\ -\lim _{\theta_{N+1} \rightarrow 0^{+}} \theta_{N+1}^{1-2 s} \nabla_{\mathbb{S}} Z \cdot \nu=0, & \text { on } \mathbb{S}^{\prime}\end{cases}
$$

where $\nu$ is the outer normal vector to $\mathbb{S}^{+}$on $\mathbb{S}^{\prime}$, that is $\nu=-(0, \ldots, 0,1)$ and

$$
\begin{aligned}
& \mathbb{S}:=\left\{\theta \in \mathbb{R}^{N+1}:|\theta|^{2}=1\right\} \\
& \mathbb{S}^{+}:=\left\{\theta=\left(\theta^{\prime}, \theta_{N+1}\right) \in \mathbb{S}: \theta_{N+1}>0\right\} \\
& \mathbb{S}^{\prime}:=\left\{\theta=\left(\theta^{\prime}, \theta_{N+1}\right) \in \mathbb{S}: \theta_{N+1}=0\right\}
\end{aligned}
$$

We refer to Subsection 5.2.1 for a variational formulation of (5.20). By classical spectral theory, see Subsection 5.2 .1 for further details, the eigenvalues of (5.20) are a non-decreasing and diverging sequence $\left\{\gamma_{\alpha, k, n}\right\}_{n \in \mathbb{N} \backslash\{0\}}$ (we repeat each eigenvalue according to its multiplicity). We have the following estimate on $\gamma_{\alpha, k, 1}$ :

$$
\gamma_{\alpha, k, 1}>-\left(\frac{N-2 s}{2}\right)^{2}
$$

for any $k \in\{3, \ldots, N\}$ and $\alpha$ as in (5.2), see Proposition 5.2.3. We can actually compute $\gamma_{\alpha, k, 1}$ in terms of the first eigenvalue $\eta_{\alpha, k, 1}$ of the problem

$$
\begin{equation*}
-\Delta_{\mathbb{S}^{\prime}} \Psi-\frac{\alpha}{\left|\theta^{\prime}\right|_{k}^{2}} \Psi=\eta \Psi \quad \text { in } \mathbb{S}^{\prime} \tag{5.21}
\end{equation*}
$$

as

$$
\begin{equation*}
\gamma_{\alpha, k, 1}=2(1-s)\left[\sqrt{\left(\frac{N-2}{2}\right)^{2}+\eta_{\alpha, k, 1}}-\frac{N-2}{2}\right]+\eta_{\alpha, k, 1} \tag{5.22}
\end{equation*}
$$

see Section 5.6. In particular, if $k=N$ then $\eta_{\alpha, k, 1}=-\alpha$ and so

$$
\begin{equation*}
\gamma_{\alpha, N, 1}=2(1-s)\left[\sqrt{\left(\frac{N-2}{2}\right)^{2}-\alpha}-\frac{N-2}{2}\right]-\alpha \tag{5.23}
\end{equation*}
$$

If $k=N$, we are able to obtain an explicit expression of $\gamma_{\alpha, N, 1}$ for any $\alpha \in\left(-\infty, \frac{N-2}{2}\right)$. For the restricted fractional Laplacian with a Hardy-type potential it is also possible to obtain a formula for the first eigenvalue of the corresponding problem on a hemisphere although with a more implicit expression, see [60, Proposition 2.3].

Theorem 5.1.9. Let $U$ be a non-trivial solution of (5.19) and suppose that $g$ satisfies (5.3). Then there exist an eigenvalue $\gamma_{\alpha, k, n}$ of (5.20) and a correspondent eigenfunction $Z$ such that

$$
\lambda^{\frac{N-2 s}{2}-\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, n}}} U(\lambda z) \rightarrow|z|^{-\frac{N-2 s}{2}+\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, n}}} Z(z /|z|) \quad \text { as } \lambda \rightarrow 0^{+}
$$

strongly in $H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$.

From Section 3.1 in Chapter 3 and the previous theorem we obtain the following.
Theorem 5.1.10. Let $u$ be a non-trivial solution solution of (5.12) and suppose that $g$ satisfies (5.3). Then there exist an eigenvalue $\gamma_{\alpha, k, n}$ of (5.20) and a correspondent eigenfunction $Z$ such that

$$
\lambda^{\frac{N-2 s}{2}}-\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, n}} u(\lambda x) \rightarrow|x|^{-\frac{N-2 s}{2}+\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, n}}} \operatorname{Tr}(Z(\cdot /|\cdot|))(x) \quad \text { as } \lambda \rightarrow 0^{+}
$$

strongly in $H^{s}\left(B_{1}^{\prime}\right)$.
We will also prove a more precise and complete version of Theorem 5.1.9 and Theorem 5.1.10 in Section 5.5, computing the coordinates of the eigenfunction $Z$ respect to a basis of the eigenspace corresponding to $\gamma_{\alpha, k, n}$. Furthermore we can deduce the following strong unique continuation properties as corollaries of Theorem 5.1.9 and Theorem 5.1.10 respectively.

Corollary 5.1.11. Let $U$ be a solution of (5.19) and suppose that $g$ satisfies (5.3). If

$$
\begin{equation*}
U(z)=o\left(|z|^{n}\right)=o\left(|(x, y)|^{n}\right) \text { as } x \rightarrow 0, y \rightarrow 0^{+} \quad \text { for any } n \in \mathbb{N} \tag{5.24}
\end{equation*}
$$

then $U \equiv 0$ on $\Omega \times(0, \infty)$.
Corollary 5.1.12. Let $u$ be a solution of (5.12) and suppose that $g$ satisfies (5.3). If

$$
u(x)=o\left(|x|^{n}\right) \text { as } x \rightarrow 0, \quad \text { for any } n \in \mathbb{N}
$$

then $u \equiv 0$ on $\Omega$.
Remark 5.1.13. We have considered equation (5.1) with assumption (5.3) on the potential $g$ for the sake of simplicity. With simple modifications to our arguments it is also possible to obtain the same results for a potential $g \in W^{\frac{N}{2 s}+\varepsilon}(\Omega)$ for some $\varepsilon \in(0,1)$, see [75, Proposition $2.3]$ for the corresponding Pohozaev identity. Furthermore we can obtain analogous results for the more general equation

$$
L_{k, \alpha}^{s} u=\frac{\lambda}{|x|^{2 s}} u+g u
$$

with $\lambda \in\left(-\infty, 2^{2 s} \frac{\Gamma^{2}\left(\frac{N+2 s}{4}\right)}{\Gamma^{2}\left(\frac{N-2 s}{4}\right)}\right)$ with the same approach, where $\Gamma$ is the usual $\Gamma$-function.
This Chapter is organized as follows. In Section 5.2 we prove the extension Theorem 5.1.7, study an eigenvalue problem on a hemisphere, which will turn out to be correlated to the asymptotic profiles of weak solutions of (5.1), and discuss some useful inequalities. In Section 5.3 we prove a Pohozaev type identity. In Section 5.4 we develop a monotonicity formula for the extend problem while in Section 5.5 we carry out the blow-up argument and prove our main results. Finally in Section 5.6 we compute the first eigenvalue of the problem studied in 5.2 while in Section 5.7 we provide some further details on the functional setting for equation (5.1) which will be introduced in Section 5.1.

### 5.2 Preliminaries

We start this section by proving Theorem 5.1.7.
Proof of Theorem 5.1.7. We follow the proof of [37, Proposition 2.1]. Let $v \in \mathbb{H}^{s}(\Omega)$ and consider

$$
\begin{equation*}
V(x, y):=\sum_{n=1}^{\infty} v_{n} Y_{\alpha, k, n}(x) h_{n}(y), \quad \text { where } v_{n}=\int_{\Omega} v Y_{\alpha, k, n} d x \tag{5.25}
\end{equation*}
$$

and $h_{n}:(0,+\infty) \rightarrow \mathbb{R}$ is a solution to the problem

$$
\left\{\begin{array}{l}
h_{n}^{\prime \prime}+\frac{1-2 s}{y} h_{n}^{\prime}-\mu_{\alpha, k, n} h_{n}=1, \text { on }(0,+\infty),  \tag{5.26}\\
h_{n}(0)=1, \\
\lim _{y \rightarrow \infty} h_{n}(y)=0
\end{array}\right.
$$

From the proof of [37, Proposition 2.1], (5.26) admits a unique solution $h_{n}$ for any $n \in \mathbb{N} \backslash\{0\}$ and

$$
\begin{equation*}
-\lim _{y \rightarrow 0^{+}} y^{1-2 s} h_{n}^{\prime}(y)=c_{N, s} \mu_{\alpha, k, n}^{s}, \tag{5.27}
\end{equation*}
$$

for some positive constant $c_{N, s}>0$ depending only on $N$ and $s$. Furthermore for any $y \in$ $[0+, \infty)$ by (5.25) and Remark 5.1.1

$$
\begin{align*}
\int_{\Omega}\left|\frac{\partial V}{\partial y}(x, y)\right|^{2} d x+\int_{\Omega}\left|\nabla_{x} V(x, y)\right|^{2} d x-\int_{\Omega} \frac{\alpha}{|x|_{k}^{2}} & V^{2}(x, y) d x \\
& =\sum_{n=1}^{\infty} v_{n}^{2}\left(h_{n}^{\prime}(y)\right)^{2}+\mu_{\alpha, k, n} v_{n}^{2} h_{n}(y)^{2} . \tag{5.28}
\end{align*}
$$

Proceeding exactly as in [37, Proposition 2.1] we can show that (5.16) holds. Hence, in view of (5.13), $V \in H^{1}\left(C, y^{1-2 s}\right)$ and $\sum_{n=1}^{j} v_{n} Y_{\alpha, k, n}(x) h_{n}(y) \rightarrow V$ in $H^{1}\left(C, y^{1-2 s}\right)$ as $j \rightarrow \infty$. In conclusion $V \in H_{0, L}^{1}\left(C, y^{1-2 s}\right)$ since $\sum_{n=1}^{j} v_{n} Y_{\alpha, k, n}(x) h_{n}(y) \in H_{0, L}^{1}\left(C, y^{1-2 s}\right)$ for any $j \in$ $\mathbb{N}, j \geq 1$.

In contrast to [37, Proposition 2.1], $V$ might not be smooth for $y>0$ since the functions $Y_{\alpha, k, n}$ might not be smooth on $\Omega$. Then we prove that $V$ satisfies (5.14) in the weak sense given by (5.15). Let $\phi \in C_{c}^{\infty}(\Omega \times[0,+\infty))$. Then

$$
\phi(x, y)=\sum_{n=1}^{\infty} \phi_{n}(y) Y_{\alpha, k, n}(x), \quad \text { where } \phi_{n}(y):=\int_{\Omega} \phi(x, y) Y_{\alpha, k, n}(x) d x
$$

and similarly to (5.28)

$$
\begin{equation*}
\int_{\Omega}|\nabla \phi(x, y)|^{2} d x-\int_{\Omega} \frac{\alpha}{|x|_{k}^{2}} \phi^{2}(x, y) d x=\sum_{n=1}^{\infty}\left(\phi_{n}^{\prime}(y)\right)^{2}+\mu_{\alpha, k, n} \phi_{n}(y)^{2} . \tag{5.29}
\end{equation*}
$$

Then by (5.25) and Remark 5.1.1

$$
\begin{align*}
\int_{\Omega} \nabla V(x, y) \cdot \nabla \phi(x, y) d x-\int_{\Omega} \frac{\alpha}{|x|_{k}^{2}} V(x, y) & \phi(x, y) d x \\
& =\sum_{n=1}^{\infty} v_{n} h_{n}^{\prime}(y) \phi_{n}^{\prime}(y)+\mu_{\alpha, k, n} v_{n} h_{n}(y) \phi_{n}(y) . \tag{5.30}
\end{align*}
$$

Furthermore, for any $j \in \mathbb{N}$, by Hölder's inequality

$$
\begin{aligned}
& \left|\int_{0}^{+\infty} y^{1-2 s}\left(\sum_{n=j}^{\infty} v_{n} h_{n}^{\prime}(y) \phi_{n}^{\prime}(y)+\mu_{\alpha, k, n} v_{n} h_{n}(y) \phi_{n}(y)\right) d y\right| \\
& \leq \frac{1}{2} \int_{0}^{+\infty} y^{1-2 s}\left(\sum_{n=j}^{\infty} v_{n}^{2}\left(h_{n}^{\prime}(y)\right)^{2}+\mu_{\alpha, k, n} v_{n}^{2} h_{n}(y)^{2}\right) d y \\
& \quad+\frac{1}{2} \int_{0}^{+\infty} y^{1-2 s}\left(\sum_{n=j}^{\infty}\left(\phi_{n}^{\prime}(y)\right)^{2}+\mu_{\alpha, k, n} \phi_{n}(y)^{2}\right) d y .
\end{aligned}
$$

By (5.28), (5.29) and the Monotone Convergence Theorem we conclude that

$$
\lim _{j \rightarrow \infty} \int_{0}^{\infty} y^{1-2 s}\left(\sum_{n=j}^{\infty} v_{n} h_{n}^{\prime}(y) \phi_{n}^{\prime}(y)+\mu_{\alpha, k, n} v_{n} h_{n}(y) \phi_{n}(y)\right) d y=0
$$

Hence we may change the order of summation and integration in (5.30) obtaining

$$
\int_{C} y^{1-2 s}\left(\nabla V \cdot \nabla \phi-\frac{\alpha}{|x|_{k}^{2}} V \phi\right) d z=\sum_{n=1}^{\infty} v_{n} \int_{0}^{+\infty} y^{1-2 s}\left(h_{n}^{\prime}(y) \phi_{n}^{\prime}(y)+\mu_{\alpha, k, n} h_{n}(y) \phi_{n}(y)\right) d y .
$$

An integration by parts, in view of (5.26) and (5.27), yields

$$
\int_{0}^{+\infty} y^{1-2 s}\left(h_{n}^{\prime}(y) \phi_{n}^{\prime}(y)+\mu_{\alpha, k, n} h_{n}(y) \phi_{n}(y)\right) d y=c_{N, s} \mu_{\alpha, k, n}^{s} \phi_{n}(0) .
$$

It follows that

$$
\int_{C} y^{1-2 s} \nabla V \cdot \nabla \phi d z-\int_{C} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} V \phi d z=c_{N, s} \sum_{n=1}^{\infty} \mu_{\alpha, k, n}^{s} v_{n} \phi_{n}(0)
$$

and so we have proved (5.15). If $V_{1}$ and $V_{2}$ solve (5.14) then by (5.2), (5.15) and (5.13) we deduce that

$$
\int_{C} y^{1-2 s}\left|\nabla\left(V_{1}-V_{2}\right)\right|^{2} d z=0, \quad \text { and } \quad \operatorname{Tr}\left(V_{1}-V_{2}\right)=0
$$

thus $V_{1}=V_{2}$. Finally $V$ solves the minimizing problem (5.17) in view of (5.15) and a density argument.
Remark 5.2.1. For any $r>0$ and any $V, W \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$, thanks to the Coarea Formula,

$$
\int_{B_{r}^{+}}\left|y^{1-2 s} \nabla U \cdot \frac{z}{|z|} W\right| d z=\int_{0}^{r}\left(\int_{S_{\rho}^{+}}\left|y^{1-2 s} \nabla U \cdot \frac{z}{\rho} W\right| d S\right) d \rho
$$

hence the function $f(\rho):=\int_{S_{\rho}^{+}}\left|y^{1-2 s} \nabla U \cdot \frac{z}{\rho} W\right| d S$ is a well-defined element of $L^{1}(0, r)$. In particular a.e. $\rho \in(0, r)$ is a Lebesgue point of $f$.

Reasoning as in [60, Lemma 3.1] or [75, Proposition 3.7] we can prove the following.

Proposition 5.2.2. Let $U$ be a solution of (5.19). For a.e. $r>0$ such that $\overline{B_{r}^{\prime}} \subset \Omega$ and any $W \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$

$$
\begin{align*}
& \int_{B_{r}^{+}} y^{1-2 s}\left(\nabla U \cdot \nabla W-\frac{\alpha}{|x|_{k}^{2}} U W\right) d z \\
&=\frac{1}{r} \int_{S_{r}^{+}} y^{1-2 s} \nabla U \cdot z W d S+c_{N, s} \int_{B_{r}^{\prime}} g \operatorname{Tr}(U) \operatorname{Tr}(W) d x . \tag{5.31}
\end{align*}
$$

### 5.2.1 An Eigenvalue Problem on a hemisphere

In this section we provide a variational formulation of problem (5.20). To this end we consider the space

$$
L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right):=\left\{\Psi: \mathbb{S}^{+} \rightarrow \mathbb{R} \text { measurable: } \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \Psi^{2} d S<+\infty\right\}
$$

and the space $H^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$ defined as the completion of $C^{\infty}\left(\overline{\mathbb{S}^{+}}\right)$with respect to the norm

$$
\|\phi\|_{H^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right.}:=\left(\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left(\phi^{2}+\left|\nabla_{\mathbb{S}} \phi\right|^{2}\right) d S\right)^{1 / 2}
$$

where $\nabla_{\mathbb{S}}$ is the Riemannian gradient respect to the standard metric on $\mathbb{S}$.
Proposition 5.2.3. For any $k \in\{3, \ldots, N\}$

$$
\begin{equation*}
\left(\frac{k-2}{2}\right)^{2} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \frac{\Psi^{2}}{|\theta|_{k}^{2}} d S \leq\left(\frac{N-2 s}{2}\right)^{2} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}|\Psi|^{2} d S+\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left|\nabla_{\mathbb{S}} \Psi\right|^{2} d S \tag{5.32}
\end{equation*}
$$

for any $\Psi \in H^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$.
Proof. Let $\phi \in C^{\infty}\left(\overline{\mathbb{S}^{+}}\right), f \in C_{c}^{\infty}((0,+\infty))$ with $f \neq 0$, and $V(z):=V(r \theta)=\phi(\theta) f(r)$. From (5.13) we obtain, passing in polar coordinates,

$$
\begin{aligned}
& \left(\frac{k-2}{2}\right)^{2}\left(\int_{0}^{\infty} r^{N-1-2 s} f^{2}(r) d r\right)\left(\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \frac{\phi^{2}}{|\theta|_{k}^{2}} d S\right) \\
& \leq\left(\int_{0}^{\infty} r^{N+1-2 s}\left|f^{\prime}(r)\right|^{2} d r\right)\left(\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \phi^{2} d S\right) \\
& +\left(\int_{0}^{\infty} r^{N-1-2 s} f^{2}(r) d r\right)\left(\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}|\nabla \mathbb{S} \phi|^{2} d S\right)
\end{aligned}
$$

and so, thanks to the optimality of the classical Hardy constant, see [83, Theorem 330],

$$
\begin{aligned}
& \left(\frac{k-2}{2}\right)^{2}\left(\int_{\mathbb{S}+} \theta_{N+1}^{1-2 s} \frac{\phi^{2}}{|\theta|_{k}^{2}} d S\right) \\
& \leq \inf _{f \in C_{c}^{\infty}((0,+\infty)), f \neq 0} \frac{\int_{0}^{\infty} r^{N+1-2 s}\left|f^{\prime}(r)\right|^{2} d r}{\int_{0}^{\infty} r^{N-1-2 s} f(r)^{2} d r}\left(\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \phi^{2} d S\right)+\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left|\nabla_{\mathbb{S}} \phi\right|^{2} d S \\
& =\left(\frac{N-2 s}{2}\right)^{2} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}|\phi|^{2} d S+\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left|\nabla_{\mathbb{S}} \phi\right|^{2} d S .
\end{aligned}
$$

In conclusion (5.32) follows by density.

For any $k \in\{3, \ldots, N\}$ and $\alpha$ as in (5.2), we say that $\gamma$ is an eigenvalue of (5.20) if there exists a function $Z \in H^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right) \backslash\{0\}$ such that

$$
\begin{equation*}
\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \nabla_{\mathbb{S}} Z \cdot \nabla_{\mathbb{S}} \Psi d S-\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \frac{\alpha}{|\theta|_{k}^{2}} Z \Psi d S=\gamma \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} Z \Psi d S \tag{5.33}
\end{equation*}
$$

for any $\Psi \in H^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$. By (5.2), (5.32), the Spectral Theorem, and the compactness of the embedding $H^{1}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right) \hookrightarrow L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$ (see [111, Theorem 19.7]) the eigenvalues of (5.20) are a non-decreasing and diverging sequence $\left\{\gamma_{\alpha, k, n}\right\}_{n \in \mathbb{N} \backslash\{0\}}$ (we repeat each eigenvalue according to its multiplicity). Let, for future reference,
$V_{\alpha, k, n}$ be the eigenspace of problem $(5.20)$ associated to the eigenvalue $\gamma_{\alpha, k, n}$,
$M_{\alpha, k, n}$ be the dimension of $V_{\alpha, k, n}$
$\left\{Z_{\alpha, k, n, i}: i \in\left\{1, \ldots, M_{\alpha, k, n}\right\}\right\}$ be a $L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$ orthonormal basis of $V_{\alpha, k, n}$
of eigenfunctions of problem $(5.20)$

Finally $\left\{Z_{\alpha, k, n}\right\}_{n \in \mathbb{N} \backslash\{0\}}:=\bigcup_{n=1}^{\infty}\left\{Z_{\alpha, k, n, i}: i \in\left\{1, \ldots, M_{\alpha, k, n}\right\}\right\}$ is an orthonormal basis of $L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$.

Remark 5.2.4. It is worth noticing that $Z_{\alpha, k, n}$ cannot vanish identically on $\mathbb{S}^{\prime}$. We argue by contradiction. In view of [60, Lemma 2.1], we can show with a direct computation that $V(z):=|z|^{-\frac{N-2 s}{2}+\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, n}}} Z_{\alpha, k, n}(z /|z|)$ solves $\operatorname{div}\left(y^{1-2 s} \nabla V\right)-y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} V=0$ on $\mathbb{R}_{+}^{N+1}$ and satisfies both zero Dirichlet and zero Neumann condition on $\mathbb{R}^{N} \times\{0\}$. Let

$$
\begin{equation*}
\Sigma_{k}:=\left\{z \in \mathbb{R}^{N+1}:|x|_{k}=0\right\} \tag{5.37}
\end{equation*}
$$

Note that $\Sigma_{k}$ has Lebesgue measure 0 and that $V$ is a solution to an elliptic equitation with a Muckenhoupt weight and bounded coefficients away from $\Sigma_{k}$. Then by the unique continuation principles proved in [127], we conclude that $V \equiv 0$. Hence $Z_{\alpha, k, n} \equiv 0$ which is a contradiction.

### 5.2.2 Inequalities in a weighted Sobolev space

In this subsection we prove some useful inequalities.
Proposition 5.2.5. For any $r>0$, any $k \in\{0, \ldots, N\}$, and any $V \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$

$$
\begin{equation*}
\left(\frac{k-2}{2}\right)^{2} \int_{B_{r}^{+}} y^{1-2 s} \frac{V^{2}}{|x|_{k}^{2}} d z \leq \int_{B_{r}^{+}} y^{1-2 s}|\nabla V|^{2} d z+\frac{N-2 s}{2 r} \int_{S_{r}^{+}} y^{1-2 s} V^{2} d z \tag{5.38}
\end{equation*}
$$

Proof. By density it is enough to prove (5.38) for any $\phi \in C^{\infty}\left(\overline{B_{r}^{+}}\right)$. Passing in polar coordi-
nates, by (5.32) and [60, Lemma 2.4], we have that

$$
\begin{aligned}
& \left(\frac{k-2}{2}\right)^{2} \int_{B_{r}^{+}} y^{1-2 s} \frac{V^{2}}{|x|_{k}^{2}} d z=\left(\frac{k-2}{2}\right)^{2} \int_{0}^{r} \rho^{N-1-2 s}\left(\int_{\mathbb{S}^{+}} \frac{V^{2}(\rho \theta)}{|\theta|_{k}^{2}} d S\right) d \rho \\
& \leq \int_{0}^{r} \rho^{N-1-2 s}\left(\left(\frac{N-2 s}{2}\right)^{2} \int_{\mathbb{S}+} \theta_{N+1}^{1-2 s}\left|V^{2}(\rho \theta)\right|^{2} d S+\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left|\nabla_{\mathbb{S}} V(\rho \theta)\right|^{2} d S\right) d \rho \\
& =\left(\frac{N-2 s}{2}\right)^{2} \int_{B_{r}^{+}} y^{1-2 s} \frac{V^{2}}{|z|^{2}} d z+\int_{0}^{r} \rho^{N-1-2 s}\left(\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left|\nabla_{\mathbb{S}} V(\rho \theta)\right|^{2} d S\right) d \rho \\
& \quad \leq \frac{N-2 s}{2 r} \int_{S_{r}^{+}} y^{1-2 s} V^{2} d S \\
& \quad+\int_{0}^{r} \rho^{N+1-2 s}\left(\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left(\frac{1}{\rho^{2}}\left|\nabla_{\mathbb{S}} V(\rho \theta)\right|^{2}+\left|\frac{\partial V}{\partial \rho}(\rho \theta)\right|^{2}\right) d S\right) d \rho \\
& \quad=\frac{N-2 s}{2 r} \int_{S_{r}^{+}} y^{1-2 s} V^{2} d S+\int_{B_{r}^{+}} y^{1-2 s}|\nabla V|^{2} d z
\end{aligned}
$$

hence we have proved (5.38).
Proposition 5.2.6. Let $r>0$ and suppose that $h: B_{r}^{\prime}: \rightarrow \mathbb{R}$ is a measurable function such that

$$
\begin{equation*}
|h(x)| \leq C_{h}|x|^{-2 s+\varepsilon} \quad \text { for a.e. } x \in B_{r}^{\prime}, \tag{5.39}
\end{equation*}
$$

for some positive constant $C_{h}$ and some $\varepsilon \in(0,1)$. Then for any $k \in\{3, \ldots, N\}$, any $\alpha$ as in (5.2) and any $V \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$

$$
\begin{align*}
& \int_{B_{r}^{\prime}}|h| \operatorname{Tr}(V)^{2} d x \\
& \leq k_{N, s, h} r^{\varepsilon}\left(\int_{B_{r}^{+}} y^{1-2 s}|\nabla V|^{2} d z-\int_{B_{r}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} V^{2} d z+\frac{N-2 s}{2 r} \int_{S_{r}^{+}} y^{1-2 s} V^{2} d z\right), \tag{5.40}
\end{align*}
$$

where $k_{N, s, h}$ is a positive constant depending only on $N, s, C_{h}$.
Proof. The claim follows from (5.39), [60, Lemma 2.5], and (5.38).
In view of (5.2) there exists $r_{0}>0$ such that

$$
\begin{equation*}
\overline{B_{r_{0}}^{+}} \subset C \quad \text { and } \quad \alpha\left(\frac{2}{k-2}\right)^{2}+c_{N, s} k_{N, s, g} r_{0}^{\varepsilon}<1 \tag{5.41}
\end{equation*}
$$

where $k_{N, s, g}$ is as in Proposition 5.2.6, $c_{N, s}$ as in Theorem 5.1.7 and $g$ as in (5.3).
Proposition 5.2.7. Let $k \in\{3, \ldots, N\}$, $\alpha$ as (5.2), $g$ as in (5.3), $c_{N, s}$ as in Theorem 5.1.7 and $r_{0}$ as in (5.41). Then for any $V \in H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ and any $r \in\left(0, r_{0}\right]$

$$
\begin{align*}
\int_{B_{r}^{+}} y^{1-2 s}\left(|\nabla W|^{2}-\frac{\alpha}{|x|_{k}^{2}} W^{2}\right) & d z-c_{N, s} \int_{B_{r}^{\prime}} g \operatorname{Tr}(W)^{2} d x+\frac{N-2 s}{2 r} \int_{S_{r}^{+}} y^{1-2 s} W^{2} d S \\
\geq & \left(1-\alpha\left(\frac{2}{k-2}\right)^{2}+c_{N, s} k_{N, s, g} r_{0}^{\varepsilon}\right) \\
& \times\left(\int_{B_{r}^{+}} y^{1-2 s}|\nabla W|^{2} d z+\frac{N-2 s}{2 r} \int_{S_{r}^{+}} y^{1-2 s} W^{2} d S\right) . \tag{5.42}
\end{align*}
$$

Proof. The claim follows from Proposition 5.2.6, (5.3) and (5.38).

### 5.3 Approximated problems and a Pohozaev-type Identity

In order to obtain a Pohozaev type identity for a weak solution of (5.18), we approximate it with a family of solutions to more regular problems. Then we obtain a Pohozaev-type identity for such solutions and pass to the limit.

Remark 5.3.1. Let $r_{0}$ be as in (5.41). By (5.42) and (3.7), for any $r \in\left(0, r_{0}\right)$,

$$
\|W\|_{g, \alpha, k, 0}:=\left(\int_{B_{r}^{+}} y^{1-2 s}\left(|\nabla W|^{2}-\frac{\alpha}{|x|_{k}^{2}} W^{2}\right) d z-c_{N, s} \int_{B_{r}^{\prime}} g \operatorname{Tr}(W)^{2} d x\right)^{\frac{1}{2}}
$$

defines a norm on $H_{0, S_{r}^{+}}^{1}\left(B_{r}^{+}, y^{1-2 s}\right)($ see (3.2)) equivalent to (3.1). Furthermore

$$
\|W\|_{g, \alpha, k}:=\left(\int_{B_{r}^{+}} y^{1-2 s}\left(|\nabla W|^{2}-\frac{\alpha}{|x|_{k}^{2}} W^{2}\right) d z-c_{N, s} \int_{B_{r}^{\prime}} g \operatorname{Tr}(W)^{2} d x+\int_{S_{r}^{+}} y^{1-2 s} W^{2} d z\right)^{\frac{1}{2}}
$$

defines a norm on $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ equivalent to (3.1).
Theorem 5.3.2. Let $U$ be a weak solutions of (5.18), and $r_{0}$ as in (5.41). Then there exists $\tilde{\lambda}>0$ such that for any $\lambda \in(0, \tilde{\lambda})$ the problem

$$
\begin{cases}-\operatorname{div}\left(y^{1-2 s} \nabla V\right)=y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} V, & \text { in } B_{r_{0}}^{+} \\ V=U, & \text { on } S_{r_{0}}^{+} \\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial V}{\partial y}=c_{N, s} g \operatorname{Tr}(V), & \text { on } B_{r_{0}}^{\prime}\end{cases}
$$

where $c_{N, s}>0$ is as in Theorem 5.1.7, admits a weak solution $U_{\lambda} \in H^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$, i.e.

$$
\begin{equation*}
\int_{B_{r_{0}}^{+}} y^{1-2 s} \nabla U_{\lambda} \cdot \nabla W d z-\int_{B_{r_{0}}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda} W d z=c_{N, s} \int_{B_{r_{0}}^{\prime}} g \operatorname{Tr}(V) \operatorname{Tr}(W) d x \tag{5.43}
\end{equation*}
$$

for any $W \in H_{0, S_{r_{0}}^{+}}^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$ (see (3.2)), and $U_{\lambda}=U$ on $S_{r_{0}}^{+}$. Furthermore

$$
U_{\lambda} \rightarrow U \text { strongly in } H^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right) \quad \text { as } \lambda \rightarrow 0^{+}
$$

Proof. Let us consider the map $\Phi: \mathbb{R} \times H_{0, S_{r}^{+}}^{1}\left(B_{r}^{+}, y^{1-2 s}\right) \rightarrow\left(H_{0, S_{r}^{+}}^{1}\left(B_{r}^{+}, y^{1-2 s}\right)\right)^{*}$ defined as

$$
\begin{aligned}
\Phi(\lambda, V)(W):= & \int_{B_{r_{0}}^{+}} y^{1-2 s} \nabla V \cdot \nabla W d z-\int_{B_{r_{0}}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} V W d z \\
& \quad-c_{N, s} \int_{B_{r_{0}}^{\prime}} g \operatorname{Tr}(V) \operatorname{Tr}(W) d x+\int_{B_{r_{0}}^{+}} y^{1-2 s}\left(\frac{\alpha}{|x|_{k}^{2}+\lambda^{2}}-\frac{\alpha}{|x|_{k}^{2}}\right) U W d z .
\end{aligned}
$$

for any $W \in H_{0, S_{r_{0}}^{+}}^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$. It is clear that $\Phi$ is well defined and that $\Phi$ is continuous in $(0,0)$ in view of Hölder's inequality, Proposition 5.2.6, (5.3), and (5.38). Furthermore $\Phi(0,0)=0$.

Let us prove that $\Phi_{V}(0,0) \in \mathcal{L}\left(H_{0, S_{r_{0}}^{+}}^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right),\left(H_{0, S_{r_{0}}^{+}}^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)^{*}\right)\right.$ is an isomorphism, where $\Phi_{V}$ is the partial derivative with respect to $V$ of $\Phi$. For any $W_{1}, W_{2} \in H_{0, S_{r_{0}}^{+}}^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$

$$
\left(H _ { 0 , S _ { r _ { 0 } } ^ { + } } ^ { 1 } \left(B _ { r _ { 0 } , y ^ { 1 - 2 s } ) ) ^ { * } } \langle \Phi _ { V } ( 0 , 0 ) ( W _ { 1 } ) , W _ { 2 } \rangle _ { H _ { 0 , S _ { r _ { 0 } } ^ { + } } ^ { 1 } } \left(B_{\left.r_{0}, y^{1-2 s}\right)}^{+}=\left(W_{1}, W_{2}\right)_{g, \alpha, k, 0}\right.\right.\right.
$$

Hence, by Remark 5.3.1, $\Phi_{V}(0,0)$ is the Rietz isomorphism associated to the norm $\|\cdot\|_{g, \alpha, k, 0}$.
We are now in position to apply the Implicit Function Theorem to $\Phi$ in the point ( 0,0 ) and conclude that there exist $\tilde{\lambda}>0, \rho>0$ and a function

$$
\begin{equation*}
f:(-\tilde{\lambda}, \tilde{\lambda}) \rightarrow B_{\rho}(0), \tag{5.44}
\end{equation*}
$$

continuous in 0 , such that $\Phi(\lambda, V)=0$ if and only if $V=f(\lambda)$ for any $\lambda \in(-\tilde{\lambda}, \tilde{\lambda})$ and $V \in B_{\rho}(0)$. The set $B_{\rho}(0)$ in (5.44) is defined as $B_{\rho}(0)=\left\{V \in H_{0, S_{r_{0}}^{+}}^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)\right.$ : $\left.\|V\|_{H^{1}\left(B_{\left.r_{0}, y^{1-2 s}\right)}^{+}\right.}<\rho\right\}$.

It follows that $U_{\lambda}:=U-f(\lambda)$ solves (5.43) for any $\lambda \in(0, \tilde{\lambda})$ since $U$ is a solution of (5.31). Furthermore $U_{\lambda} \rightarrow U$ strongly in $H^{1}\left(B_{r_{0}}^{+}, y^{1-2 s}\right)$ as $\lambda \rightarrow 0^{+}$since $f$ is continuous in 0 and $f(0)=0$.

Remark 5.3.3. Let $U_{\lambda}$ be a solution of (5.43). Then, reasoning in the same way of Proposition 5.2.2, we can prove that for a.e. $r \in\left(0, r_{0}\right)$, a.e. $\rho \in(0, r)$ and any $W \in H^{1}\left(B_{r}^{+} \backslash\right.$ $\left.B_{\rho}^{+}, y^{1-2 s}\right)$

$$
\begin{align*}
& \int_{B_{r}^{+} \backslash B_{\rho}^{+}} y^{1-2 s}\left(\nabla U_{\lambda} \cdot \nabla W-\frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda} W\right) d z=\frac{1}{r} \int_{S_{r}^{+}} y^{1-2 s} \nabla U_{\lambda} \cdot z W d S \\
&-\frac{1}{\rho} \int_{S_{\rho}^{+}} y^{1-2 s} \nabla U_{\lambda} \cdot z W d S+c_{N, s} \int_{B_{r}^{\prime} \backslash B_{\rho}^{\prime}} g \operatorname{Tr}\left(U_{\lambda}\right) \operatorname{Tr}(W) d x . \tag{5.45}
\end{align*}
$$

Let $\nu$ be the outer normal vector to $B_{r}^{+}$on $S_{r}^{+}$, that is $\nu(z)=\frac{z}{|z|}$.
Proposition 5.3.4. For any $\lambda \in(0, \tilde{\lambda})$, let $U_{\lambda}$ be a solution of (5.43). Then for a.e. $r \in\left(0, r_{0}\right)$

$$
\begin{align*}
& \frac{r}{2} \int_{S_{r}^{+}} y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} d S-r \int_{S_{r}^{+}} y^{1-2 s}\left|\nabla U_{\lambda} \cdot \nu\right|^{2} d S \\
+ & \frac{c_{N, s}}{2} \int_{B_{r}^{\prime}}(N g+x \cdot \nabla g)\left|\operatorname{Tr}\left(U_{\lambda}\right)\right|^{2} d x-\frac{c_{N, s} r}{2} \int_{S_{r}^{\prime}} g\left|\operatorname{Tr}\left(U_{\lambda}\right)\right|^{2} d S \\
= & \frac{N-2 s}{2} \int_{B_{r}^{+}} y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} d z+\int_{B_{r}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda} \nabla U_{\lambda} \cdot z d z \tag{5.46}
\end{align*}
$$

for a.e. $r \in\left(0, r_{0}\right)$.
Proof. We proceed in the spirit of Proposition 3.2.3, since $\left(|x|_{k}^{2}+\lambda^{2}\right)^{-1} U_{\lambda} \in L^{2}\left(B_{r}^{+}, y^{1-2 s}\right)$ and $g \in W_{l o c}^{1, \infty}(\Omega \backslash\{0\})$. Then by Theorem 3.2.1, Proposition 3.1.7 and the proof of Proposition 3.2.3, for any $r \in\left(0, r_{0}\right)$ and $\rho \in(0, r)$,

$$
\begin{align*}
& \nabla_{x} U_{\lambda} \in H^{1}\left(B_{r}^{+} \backslash B_{\rho}^{+}, y^{1-2 s}\right), \quad \text { and } \quad y^{1-2 s} \frac{\partial U_{\lambda}}{\partial y} \in H^{1}\left(B_{r}^{+} \backslash B_{\rho}^{+}, y^{2 s-1}\right),  \tag{5.47}\\
& \operatorname{Tr}\left(U_{\lambda}\right) \in H^{1+s}\left(B_{r}^{\prime} \backslash B_{\rho}^{\prime}\right), \quad \text { and } \quad \operatorname{Tr}\left(\nabla_{x} U_{\lambda}\right)=\nabla \operatorname{Tr}\left(U_{\lambda}\right),  \tag{5.48}\\
& \nabla U_{\lambda} \cdot z \in H^{1}\left(B_{r}^{+} \backslash B_{\rho}^{+}, y^{1-2 s}\right), \quad \text { and } \quad \operatorname{Tr}\left(\nabla U_{\lambda} \cdot z\right)=\operatorname{Tr}\left(\nabla U_{\lambda}\right) \cdot x,
\end{align*}
$$

where $H^{1+s}\left(B_{r}^{\prime} \backslash B_{\rho}^{\prime}\right):=\left\{w \in H^{1}\left(B_{r}^{\prime} \backslash B_{\rho}^{\prime}\right): \frac{\partial w}{\partial x_{i}} \in W^{s, 2}\left(B_{r}^{\prime} \backslash B_{\rho}^{\prime}\right)\right.$ for any $\left.i=1, \ldots, N\right\}$. We also have, in view of (5.43), the following identity

$$
\begin{equation*}
\operatorname{div}\left(y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} z-2 y^{1-2 s} \nabla U_{\lambda} \cdot z \nabla U_{\lambda}\right)=(N-2 s)\left|\nabla U_{\lambda}\right|^{2}+2 \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda} \nabla U_{\lambda} \cdot z \tag{5.49}
\end{equation*}
$$

in a distributional sense in $B_{r}^{+} \backslash B_{\rho}^{+}$. Furthermore, thanks to (5.47),

$$
\begin{align*}
\operatorname{div}\left(y^{1-2 s} \nabla\right. & \left.U_{\lambda} \cdot z \nabla U_{\lambda}\right) \\
& =-y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda} \nabla U_{\lambda} \cdot z+y^{1-2 s} \nabla U_{\lambda} \cdot \nabla\left(\nabla U_{\lambda} \cdot z\right) \in L^{1}\left(B_{r}^{+} \backslash B_{\rho}^{+}\right) \tag{5.50}
\end{align*}
$$

and so by (5.49)

$$
\operatorname{div}\left(y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} z\right) \in L^{1}\left(B_{r}^{+} \backslash B_{\rho}^{+}\right)
$$

Let, for any $\delta \in(0, r)$,

$$
\begin{equation*}
B_{r, \delta}^{+}:=\left\{(x, y) \in B_{r}^{+}: y>\delta\right\} \quad \text { and } \quad S_{r, \delta}^{+}:=\left\{(x, y) \in S_{r}^{+}: y>\delta\right\} \tag{5.51}
\end{equation*}
$$

Integrating by part on $B_{r}^{+} \backslash B_{\rho}^{+}$we obtain, for any $\delta \in(0, \rho)$,

$$
\begin{align*}
& \int_{B_{r, \delta}^{+} \backslash B_{\rho, \delta}^{+}} \operatorname{div}\left(y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} z\right) d z=r \int_{S_{r, \delta}^{+}} y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} d S-\rho \int_{S_{\rho, \delta}^{+}} y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} d S \\
&-\delta^{2-2 s} \int_{B_{\sqrt{r^{2}-\delta^{2}}} \backslash B_{\sqrt{\rho^{2}-\delta^{2}}}^{\prime}}\left|\nabla U_{\lambda}\right|^{2}(x, \delta) d x \tag{5.52}
\end{align*}
$$

We claim that there exists a sequence $\delta_{n} \rightarrow 0^{+}$such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \delta^{2-2 s} \int_{B^{\prime} \sqrt{r^{2}-\delta_{n}^{2}}} \backslash B^{\prime} \sqrt{\rho^{2}-\delta_{n}^{2}}<\left|\nabla U_{\lambda}\right|^{2}(x, \delta) d x=0 \tag{5.53}
\end{equation*}
$$

arguing by contradiction. If the claim does not hold than there exist a constant $C>0$ and $\delta_{0} \in(0, \rho)$ such that $B_{r}^{\prime} \times\left(0, \delta_{0}\right) \subseteq B_{r_{0}}^{+}$and

$$
\begin{equation*}
\delta^{1-2 s} \int_{B_{\sqrt{r^{2}-\delta^{2}}} \backslash B_{\sqrt{\rho^{2}-\delta^{2}}}^{\prime}}\left|\nabla U_{\lambda}\right|^{2}(x, \delta) d x \geq \frac{C}{\delta} \quad \text { for any } \delta \in\left(0, \delta_{0}\right) \tag{5.54}
\end{equation*}
$$

Then integrating (5.54) over $\left(0, \delta_{0}\right)$ we obtain

$$
\int_{0}^{\delta_{0}}\left(\delta^{1-2 s} \int_{B_{r}^{\prime}}\left|\nabla U_{\lambda}\right|^{2}(x, \delta) d x\right) d \delta \geq \int_{0}^{\delta_{0}} \frac{C}{\delta} d \delta=+\infty
$$

which is a contradiction in view of the Fubini-Tonelli Theorem. Then we can pass to the limit as $\delta=\delta_{n}$ in (5.52) and conclude that, thanks to the Dominate Convergence Theorem and the Monotone Convergence Theorem,

$$
\begin{equation*}
\int_{B_{r}^{+} \backslash B_{\rho}^{+}} \operatorname{div}\left(y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} z\right) d z=r \int_{S_{r}^{+}} y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} d S-\rho \int_{S_{\rho}^{+}} y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} d S \tag{5.55}
\end{equation*}
$$

for a.e $r \in\left(0, r_{0}\right)$ and a.e. $\rho \in(0, r)$. Testing (5.45) with $\nabla U \cdot z$ we obtain, in view of (5.50) and Remark 5.3.3,

$$
\begin{align*}
\int_{B_{r}^{+} \backslash B_{\rho}^{+}} & \operatorname{div}\left(y^{1-2 s} \nabla U_{\lambda} \cdot z \nabla U_{\lambda}\right) d z=\int_{B_{r}^{+} \backslash B_{\rho}^{+}} y^{1-2 s} \nabla U_{\lambda} \cdot \nabla\left(\nabla U_{\lambda} \cdot z\right) d z \\
& -\int_{B_{r}^{+} \backslash B_{\rho}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda} \nabla U_{\lambda} \cdot z d z=\frac{1}{r} \int_{S_{r}^{+}} y^{1-2 s}\left|\nabla U_{\lambda} \cdot z\right|^{2} d S \\
& \quad-\frac{1}{\rho} \int_{S_{\rho}^{+}} y^{1-2 s}\left|\nabla U_{\lambda} \cdot z\right|^{2} d S+c_{N, s} \int_{B_{r}^{\prime} \backslash B_{\rho}^{\prime}} g \operatorname{Tr}\left(U_{\lambda}\right) \nabla_{x} \operatorname{Tr}\left(U_{\lambda}\right) \cdot x d x \tag{5.56}
\end{align*}
$$

We note that $g \operatorname{Tr}\left(U_{\lambda}\right)^{2} x \in W^{1,1}\left(B_{r}^{\prime} \backslash B_{\rho}^{\prime}, \mathbb{R}^{N}\right)$ by (5.3) and (5.48) hence integrating by part we obtain

$$
\begin{align*}
\int_{B_{r}^{\prime} \backslash B_{\rho}^{\prime}} g \operatorname{Tr}\left(U_{\lambda}\right) \nabla_{x} \operatorname{Tr}\left(U_{\lambda}\right) \cdot x d x=- & \frac{1}{2} \int_{B_{r}^{\prime} \backslash B_{\rho}^{\prime}}(N g+x \cdot \nabla g) \operatorname{Tr}\left(U_{\lambda}\right)^{2} d x \\
& +\frac{r}{2} \int_{S_{r}^{\prime}} g\left|\operatorname{Tr}\left(U_{\lambda}\right)\right|^{2} d S^{\prime}-\frac{\rho}{2} \int_{S_{\rho}^{\prime}} g\left|\operatorname{Tr}\left(U_{\lambda}\right)\right|^{2} d S^{\prime} . \tag{5.57}
\end{align*}
$$

Arguing as in the proof of (5.53), we see that there exists a sequence $\rho_{n} \rightarrow 0^{+}$such that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \rho_{n} \int_{S_{\rho_{n}}^{+}} y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} d S=\lim _{n \rightarrow \infty} \rho_{n} \int_{S_{\rho_{n}}^{+}} y^{1-2 s} \mid \nabla U_{\lambda} \cdot & \left.\cdot \frac{z}{|z|}\right|^{2} d S \\
& =\lim _{n \rightarrow \infty} \rho_{n} \int_{S_{\rho_{n}}^{\prime}} g\left|\operatorname{Tr}\left(U_{\lambda}\right)\right|^{2} d S^{\prime}=0 .
\end{aligned}
$$

Then by the Dominated Convergence Theorem, we can pass to the limit as $\rho=\rho_{n}$ and $n \rightarrow \infty$ in (5.55), (5.56), (5.57) and conclude that (5.46) holds in view of (5.49).

Proposition 5.3.5. Let $U$ be a solution of (5.19). Then for a.e. $r \in\left(0, r_{0}\right)$

$$
\begin{align*}
& \frac{r}{2} \int_{S_{r}^{+}} y^{1-2 s}\left(|\nabla U|^{2}-\frac{\alpha}{|x|_{k}^{2}} U^{2}\right) d S-r \int_{S_{r}^{+}} y^{1-2 s}|\nabla U \cdot \nu|^{2} d S \\
+ & \frac{c_{N, s}}{2} \int_{B_{r}^{\prime}}(N g+x \cdot \nabla g)|\operatorname{Tr}(U)|^{2} d x-\frac{c_{N, s}}{2} r \int_{S_{r}^{\prime}} g|\operatorname{Tr}(U)|^{2} d S^{\prime} \\
= & \frac{N-2 s}{2} \int_{B_{r}^{+}} y^{1-2 s}\left(|\nabla U|^{2}-\frac{\alpha}{|x|_{k}^{2}} U^{2}\right) d z . \tag{5.58}
\end{align*}
$$

Proof. Let $r \in\left(0, r_{0}\right)$ and $B_{r, \delta}^{+}, S_{r, \delta}^{+}$be as in (5.51) for any $\delta \in(0, r)$. Then, by (5.2),

$$
\begin{align*}
& \operatorname{div}\left(y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda}^{2} z\right) \\
& \quad=y^{1-2 s}\left(2 \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda} \nabla U_{\lambda} \cdot z+(N+2-2 s) \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda}^{2}-2 \frac{\alpha|x|_{k}^{2}}{\left(|x|_{k}^{2}+\lambda^{2}\right)^{2}} U_{\lambda}^{2}\right) \tag{5.59}
\end{align*}
$$

and $y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda}^{2} z \in W^{1,1}\left(B_{r, \delta}^{+}, \mathbb{R}^{N+1}\right)$. Integrating (5.59) by part in $B_{r, \delta}^{+}$we obtain

$$
\begin{align*}
& r \int_{S_{r, \delta}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda}^{2} d S-\delta^{2-2 s} \int_{B_{\sqrt{r^{2}-\delta^{2}}}} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda}^{2}(x, \delta) d x \\
&=\int_{B_{r, \delta}^{+}} y^{1-2 s} 2 \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda} \nabla U_{\lambda} \cdot z d z \\
&+\int_{B_{r, \delta}^{+}} y^{1-2 s}\left((N+2-2 s) \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda}^{2}-2 \frac{\alpha|x|_{k}^{2}}{\left(|x|_{k}^{2}+\lambda^{2}\right)^{2}} U_{\lambda}^{2}\right) d z \tag{5.60}
\end{align*}
$$

We claim that there exists a sequence $\delta_{n} \rightarrow 0^{+}$as $n \rightarrow \infty$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \delta_{n}^{2-2 s} \int_{\sqrt[B^{\prime}]{r^{2}-\delta_{n}^{2}}} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda}^{2}\left(x, \delta_{n}\right) d x=0 \tag{5.61}
\end{equation*}
$$

arguing by contradiction. If (5.61) does not hold, then there exists a constant $C>0$ and $\delta_{0} \in(0, r)$ such that $\left(0, \delta_{0}\right) \times B_{r}^{\prime} \subseteq B_{r_{0}}^{+}$and

$$
\delta^{1-2 s} \int_{\sqrt[B^{\prime}]{\prime}-\delta^{2}} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda}^{2}(x, \delta) d x \geq \frac{C}{\delta}
$$

for any $\delta \in\left(0, \delta_{0}\right)$. Integrating over $\left(0, \delta_{0}\right)$ we obtain

$$
+\infty>\int_{0}^{\delta_{0}} \delta^{1-2 s}\left(\int_{B_{r}^{\prime}} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda}^{2}(x, \delta) d x\right) d \delta \geq \int_{0}^{\delta_{0}} \frac{C}{\delta} d \delta
$$

a contradiction in view of the Fubini-Tonelli Theorem. Passing to the limit for $\delta=\delta_{n}$ as $n \rightarrow \infty$ in (5.60) we conclude that

$$
\begin{align*}
\int_{B_{r}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} & U_{\lambda} \nabla U_{\lambda} \cdot z d z=\frac{r}{2} \int_{S_{r}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda}^{2} d S \\
& -\frac{1}{2} \int_{B_{r}^{+}} y^{1-2 s}\left((N+2-2 s) \frac{\alpha}{|x|_{k}^{2}+\lambda^{2}} U_{\lambda}^{2}-2 \frac{\alpha|x|_{k}^{2}}{\left(|x|_{k}^{2}+\lambda^{2}\right)^{2}} U_{\lambda}^{2}\right) d z \tag{5.62}
\end{align*}
$$

Now we pass to the limit as $\lambda \rightarrow 0^{+}$, eventually along a suitable sequence $\lambda_{n} \rightarrow 0^{+}$, in each term of (5.46) taking into account (5.62). We recall that, by Theorem 5.3.2, $U_{\lambda} \rightarrow U$ strongly in $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ for any $r \in\left(0, r_{0}\right]$. It is clear that for any $r \in\left(0, r_{0}\right)$

$$
\lim _{\lambda \rightarrow 0^{+}} \int_{B_{r}^{+}} y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} d z=\int_{B_{r}^{+}} y^{1-2 s}|\nabla U|^{2} d z
$$

Furthermore there exists a sequence $\lambda_{n} \rightarrow 0$ as $n \rightarrow \infty$ and $G \in L^{2}\left(B_{r_{0}}^{+}, y^{1-2 s}|x|_{k}^{-2}\right)$ such that

$$
\begin{align*}
& (N+2-2 s) \frac{\alpha}{|x|_{k}^{2}+\lambda_{n}^{2}} U_{\lambda_{n}}^{2}-2 \frac{\alpha|x|_{k}^{2}}{\left(|x|_{k}^{2}+\lambda_{n}^{2}\right)^{2}} U_{\lambda_{n}}^{2} \rightarrow(N-2 s) \frac{\alpha}{|x|_{k}^{2}} U^{2} \quad \text { for a.e. } z \in B_{r_{0}}^{+}, \\
& \frac{\alpha}{|x|_{k}^{2}+\lambda_{n}^{2}} U_{\lambda_{n}}-\frac{\alpha}{|x|_{k}^{2}} U \rightarrow 0 \quad \text { for a.e. } z \in B_{r_{0}}^{+}  \tag{5.63}\\
& \left|U_{\lambda_{n}}\right| \leq|G| \quad \text { for a.e. } z \in B_{r_{0}}^{+} \text {and any } n \in \mathbb{N} .
\end{align*}
$$

Then by the Dominated Convergence Theorem we conclude that for any $r \in\left(0, r_{0}\right)$

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{B_{r}^{+}} y^{1-2 s}\left((N+2-2 s) \frac{\alpha}{|x|_{k}^{2}+\lambda_{n}^{2}} U_{\lambda_{n}}^{2}-2 \frac{\alpha|x|_{k}^{2}}{\left(|x|_{k}^{2}+\lambda_{n}^{2}\right)^{2}} U_{\lambda_{n}}^{2}\right) d z \\
&=(N-2 s) \int_{B_{r}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} U^{2} d z
\end{aligned}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{B_{r}^{+}} y^{1-2 s}\left|\frac{\alpha}{|x|_{k}^{2}+\lambda_{n}^{2}} U_{\lambda_{n}}^{2}-\frac{\alpha}{|x|_{k}^{2}} U^{2}\right| d z=0 \tag{5.64}
\end{equation*}
$$

By (5.3), (5.40), (5.38) and Proposition 3.4

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0^{+}} \int_{B_{r}^{\prime}}|N g+\nabla g \cdot x|\left|\operatorname{Tr}\left(U_{\lambda}\right)-\operatorname{Tr}(U)\right|^{2} d x=0 \tag{5.65}
\end{equation*}
$$

hence, for any $r \in\left(0, r_{0}\right)$,

$$
\lim _{\lambda \rightarrow 0^{+}} \int_{B_{r}^{\prime}}(N g+x \cdot \nabla g)\left|\operatorname{Tr}\left(U_{\lambda}\right)\right|^{2} d x=\int_{B_{r}^{\prime}}(N g+\nabla g \cdot x)|\operatorname{Tr}(U)|^{2} d x
$$

By Fatou's Lemma and the Coarea Formula,

$$
\int_{0}^{r_{0}}\left(\liminf _{\lambda \rightarrow 0^{+}} \int_{S_{r}^{+}} y^{1-2 s}\left|\nabla U_{\lambda}-\nabla U\right|^{2} d S\right) d r \leq \liminf _{\lambda \rightarrow 0^{+}} \int_{B_{r_{0}}^{+}} y^{1-2 s}\left|\nabla U_{\lambda}-\nabla U\right|^{2} d S=0
$$

and so

$$
\liminf _{\lambda \rightarrow 0^{+}} \int_{S_{r}^{+}} y^{1-2 s}\left|\nabla U_{\lambda}\right|^{2} d S=\int_{S_{r}^{+}} y^{1-2 s}|\nabla U|^{2} d S
$$

for a.e. $r \in\left(0, r_{0}\right)$. Similarly, for a.e. $r \in\left(0, r_{0}\right)$

$$
\liminf _{\lambda \rightarrow 0^{+}} \int_{S_{r}^{+}} y^{1-2 s}\left|\nabla U_{\lambda} \cdot \nu\right|^{2} d S=\int_{S_{r}^{+}} y^{1-2 s}|\nabla U \cdot \nu|^{2} d S
$$

and, by (5.65) and Fatou's Lemma,

$$
\liminf _{\lambda \rightarrow 0^{+}} \int_{S_{r}^{\prime}} g\left|\operatorname{Tr}\left(U_{\lambda}\right)\right|^{2} d^{\prime} S=\int_{S_{r}^{\prime}} g|\operatorname{Tr}(U)|^{2} d S^{\prime}
$$

Furthermore passing to the limit for $\lambda=\lambda_{n}$ as $n \rightarrow \infty$ and $\lambda_{n}$ is as in (5.63), we obtain

$$
\lim _{n \rightarrow \infty} \int_{S_{r}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}+\lambda_{n}^{2}} U_{\lambda_{n}}^{2} d S=\int_{S_{r}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} U^{2} d S
$$

for a.e. $r \in\left(0, r_{0}\right)$, thanks to Fatou's Lemma and (5.64). In conclusion (5.58) holds.

### 5.4 The Monotonicity Formula

Let $U$ be a non-trivial solution of (5.19), let $r_{0}$ be as in (5.41). For any $r \in\left(0, r_{0}\right]$ we define the height and energy functions respectively as

$$
\begin{align*}
& H(r):=\frac{1}{r^{N+1-2 s}} \int_{S_{r}^{+}} y^{1-2 s} U^{2} d S  \tag{5.66}\\
& D(r):=\frac{1}{r^{N-2 s}}\left(\int_{B_{r}^{+}} y^{1-2 s}\left(|\nabla U|^{2}-\frac{\alpha}{|x|_{k}^{2}} U^{2}\right) d z-c_{N, s} \int_{B_{r}^{\prime}} g|\operatorname{Tr}(U)|^{2} d x\right) . \tag{5.67}
\end{align*}
$$

The proof of the next Proposition is very similar to [47, Lemma 3.1] and we omit it. We also recall that $\nu$ is the outer normal vector to $B_{r}^{+}$on $S_{r}^{+}$, that is $\nu(z)=\frac{z}{|z|}$.

Proposition 5.4.1. We have that $H \in W_{l o c}^{1,1}\left(\left(0, r_{0}\right]\right)$ and

$$
\begin{equation*}
H^{\prime}(r)=\frac{2}{r^{N+1-2 s}} \int_{S_{r}^{+}} y^{1-2 s} \frac{\partial U}{\partial \nu} U d S=\frac{2}{r} D(r) \tag{5.68}
\end{equation*}
$$

in a distributional sense and for a.e. $r \in\left(0, r_{0}\right)$.
Proposition 5.4.2. Let $H$ be as in (5.66). Then $H(r)>0$ for any $r \in\left(0, r_{0}\right]$.

Proof. Assume by contradiction that there exists $r \in\left(0, r_{0}\right]$ such that $H(r)=0$. From (5.31) and Remark 5.3.1 we deduce that $U \equiv 0$ on $B_{r}^{+}$. Let $\Sigma_{k}$ be as in (5.37). The function $U$ is a solution of an elliptic equation with bounded coefficients away from $\Sigma_{k}$ and $\mathbb{R}^{N} \times\{0\}$. Then the claim follows from classical unique continuation principles, see for example [134].

Proposition 5.4.3. The function $D$ defined in (5.67) belongs to $W_{l o c}^{1,1}\left(\left(0, r_{0}\right]\right)$ and

$$
\begin{equation*}
D^{\prime}(r)=\frac{2}{r^{N+1-2 s}}\left(r \int_{S_{r}^{+}} y^{1-2 s}|\nabla U \cdot \nu|^{2} d S-c_{N, s} \int_{B_{r}^{\prime}}\left(s g+\frac{1}{2} x \cdot \nabla g\right)|\operatorname{Tr}(U)|^{2} d x\right) \tag{5.69}
\end{equation*}
$$

in a distributional sense and for a.e. $r \in\left(0, r_{0}\right)$.
Proof. By the Coarea Formula

$$
\begin{aligned}
D^{\prime}(r)=(2 s-N) & r^{-N+2 s-1}\left(\int_{B_{r}^{+}} y^{1-2 s}\left(|\nabla U|^{2}-\frac{\alpha}{|x|_{k}^{2}} U^{2}\right) d z-c_{N, s} \int_{B_{r}^{\prime}} g|\operatorname{Tr}(U)|^{2} d x\right) \\
+ & r^{-N+2 s}\left(\int_{S_{r}^{+}} y^{1-2 s}\left(|\nabla U|^{2}-\frac{\alpha}{|x|_{k}^{2}} U^{2}\right) d S-c_{N, s} \int_{S_{r}^{\prime}} g|\operatorname{Tr}(U)|^{2} d S^{\prime}\right)
\end{aligned}
$$

and so (5.69) follows from (5.58). Furthermore $D \in W_{l o c}^{1,1}\left(\left(0, r_{0}\right]\right)$ by (5.69), (5.67) and the Coarea Formula.

Let us define, for any $r \in\left(0, r_{0}\right]$, the frequency function $\mathcal{N}$ as

$$
\begin{equation*}
\mathcal{N}(r):=\frac{D(r)}{H(r)} \tag{5.70}
\end{equation*}
$$

In view of Proposition 5.4.2 the definition of $\mathcal{N}$ is well-posed.
Proposition 5.4.4. We have that $\mathcal{N} \in W_{\text {loc }}^{1,1}\left(\left(0, r_{0}\right]\right)$ and for any $r \in\left(0, r_{0}\right]$

$$
\begin{equation*}
\mathcal{N}(r)>-\frac{N-2 s}{2} \tag{5.71}
\end{equation*}
$$

Furthermore

$$
\begin{equation*}
\mathcal{N}^{\prime}(r)=v_{1}(r)+v_{2}(r) \tag{5.72}
\end{equation*}
$$

in a distributional sense and for a.e. $r \in\left(0, r_{0}\right)$, where

$$
v_{1}(r):=\frac{2 r\left(\left(\int_{S_{r}^{+}} y^{1-2 s} U^{2} d S\right)\left(\int_{S_{r}^{+}} y^{1-2 s}\left|\frac{\partial U}{\partial \nu}\right|^{2} d S\right)-\left(\int_{S_{r}^{+}} y^{1-2 s} U \frac{\partial U}{\partial \nu} d S\right)^{2}\right)}{\left(\int_{S_{r}^{+}} y^{1-2 s} U^{2} d S\right)^{2}}
$$

and

$$
\begin{equation*}
v_{2}(r):=-c_{N, s} \frac{\int_{B_{r}^{\prime}}(2 s g+x \cdot \nabla g)|\operatorname{Tr}(U)|^{2} d x}{\int_{S_{r}^{+}} y^{1-2 s} U^{2} d S} . \tag{5.73}
\end{equation*}
$$

Finally

$$
\begin{equation*}
v_{1}(r) \geq 0 \quad \text { for any } r \in\left(0, r_{0}\right] \tag{5.74}
\end{equation*}
$$

Proof. Since $1 / H, D \in W_{l o c}^{1,1}\left(\left(0, r_{0}\right]\right)$ it follows that $\mathcal{N} \in W_{l o c}^{1,1}\left(\left(0, r_{0}\right]\right)$. We can deduce (5.71) directly from (5.42) and (5.70). Furthermore by (5.68)

$$
\frac{d}{d r} \mathcal{N}^{\prime}(r)=\frac{D^{\prime}(r) H(r)-D(r) H^{\prime}(r)}{H^{2}(r)}=\frac{D^{\prime}(r) H(r)-\frac{r}{2}\left(H^{\prime}(r)\right)^{2}}{H^{2}(r)}
$$

and so (5.72) follows from (5.66), (5.67) and (5.69). Finally (5.74) is a consequence of the Cauchy-Schwartz inequality in $L^{2}\left(S_{r}^{+}, y^{1-2 s}\right)$ between the vectors $U$ and $\frac{\partial U}{\partial \nu}$.

Proposition 5.4.5. There exists a constant $C>0$ such that

$$
\begin{equation*}
\left|v_{2}(r)\right| \leq C r^{-1+\varepsilon}\left(\mathcal{N}(r)+\frac{N-2 s}{2}\right) \quad \text { for any } r \in\left(0, r_{0}\right] \tag{5.75}
\end{equation*}
$$

Proof. The claim follows from (5.3), (5.40), (5.42) and (5.73).
Proposition 5.4.6. There exists a constant $C_{1}>0$ such that

$$
\begin{equation*}
\mathcal{N}(r) \leq C_{1} \quad \text { for any } r \in\left(0, r_{0}\right] \tag{5.76}
\end{equation*}
$$

Proof. Thanks to Proposition 5.4.4, for a.e. $r \in\left(0, r_{0}\right)$

$$
\left(\mathcal{N}+\frac{N-2 s}{2}\right)^{\prime}(r) \geq v_{2}(r) \geq-C r^{-1+\varepsilon}\left(\mathcal{N}(r)+\frac{N-2 s}{2}\right)
$$

Hence an integration over ( $r, r_{0}$ ) yields

$$
\mathcal{N}(r) \leq-\frac{N-2 s}{2}+\left(\mathcal{N}\left(r_{0}\right)+\frac{N-2 s}{2}\right) e^{\frac{C}{\varepsilon} r_{0}^{\varepsilon}}
$$

for any $r \in\left(0, r_{0}\right)$.
Proposition 5.4.7. The limit

$$
\begin{equation*}
\gamma:=\lim _{r \rightarrow 0^{+}} \mathcal{N}(r) \tag{5.77}
\end{equation*}
$$

exists and it is finite.
Proof. Since $\mathcal{N} \in W_{l o c}^{1,1}\left(\left(0, r_{0}\right]\right)$ by Proposition 5.4.4, for any $r \in\left(0, r_{0}\right)$

$$
\begin{equation*}
\mathcal{N}(r)=\mathcal{N}\left(r_{0}\right)-\int_{r}^{r_{0}} \mathcal{N}^{\prime}(r) d r=\mathcal{N}\left(r_{0}\right)-\int_{r}^{r_{0}} v_{1}(r) d r-\int_{r}^{r_{0}} v_{2}(r) d r \tag{5.78}
\end{equation*}
$$

Since $v_{1} \geq 0$ by (5.74) and $v_{2} \in L^{1}\left(0, r_{0}\right)$ by (5.75) and (5.76), we can pass to the limit as $r \rightarrow 0^{+}$in (5.78) and conclude that the limit (5.77) exists. From (5.71) and (5.76) it is finite.

The proofs of Propositions 5.4.8 and 5.4.9 are standard and we omit them, see for example [47, Lemma 3.7, Lemma 4.6], [65, Lemma 5.6, Lemma 6.4], [65, Lemma 5.9, Lemma 6.6] or Propositions 4.4.9, and 4.4.10 in Chapter 4.

Proposition 5.4.8. Let $\gamma$ be as in (5.77). Then there exists a constant $K>0$ such that

$$
\begin{equation*}
H(r) \leq K r^{2 \gamma} \quad \text { for any } r \in\left(0, r_{0}\right) \tag{5.79}
\end{equation*}
$$

Furthermore for any $\sigma>0$ there exist a constant $K_{\sigma}$ such that

$$
\begin{equation*}
H(r) \geq K_{\sigma} r^{2 \gamma+\sigma} \quad \text { for any } r \in\left(0, r_{0}\right) \tag{5.80}
\end{equation*}
$$

Proposition 5.4.9. Let $\gamma$ be as in (5.77). Then there exists the limit

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} r^{-2 \gamma} H(r) \tag{5.81}
\end{equation*}
$$

and it is finite.

### 5.5 The Blow-Up Analysis

Let $U$ be a non-trivial solution of (5.19) and let $r_{0}$ be as in (5.41). For any $\lambda \in\left(0, r_{0}\right]$ let

$$
\begin{equation*}
V^{\lambda}(z):=\frac{U(\lambda z)}{\sqrt{H(\lambda)}} \tag{5.82}
\end{equation*}
$$

By a change of variables, it is clear that $V^{\lambda}$ weakly solves

$$
\begin{cases}-\operatorname{div}\left(y^{1-2 s} \nabla V^{\lambda}\right)=y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} V^{\lambda}, & \text { in } B_{r_{0} / \lambda}^{+} \\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial V^{\lambda}}{\partial y}=c_{N, s} \lambda^{2 s} g(\lambda \cdot) \operatorname{Tr}\left(V^{\lambda}\right), & \text { on } B_{r_{0} / \lambda}^{\prime}\end{cases}
$$

in the sense that

$$
\int_{B_{r_{0} / \lambda}^{+}} y^{1-2 s} \nabla V^{\lambda} \cdot \nabla W d z-\int_{B_{r_{0} / \lambda}^{\prime}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} V^{\lambda} W d z=c_{N, s} \lambda^{2 s} \int_{B_{r_{0} / \lambda}^{+}} g(\lambda \cdot) \operatorname{Tr}\left(V^{\lambda}\right) \operatorname{Tr}(W) d x
$$

for any $W \in H_{0, S_{r_{0} / \lambda}^{+}}^{1}\left(B_{r_{0} / \lambda}^{+}, y^{1-2 s}\right)$ (see (3.2)). Furthermore by (5.66) and a change of variables

$$
\begin{equation*}
\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left|V^{\lambda}(\theta)\right|^{2} d S=1 \quad \text { for any } \lambda \in\left(0, r_{0}\right] \tag{5.83}
\end{equation*}
$$

Since the frequency function $\mathcal{N}$ is bounded on $\left[0, r_{0}\right]$ (see (5.71) and (5.76)) we can prove the following proposition.

Proposition 5.5.1. The family of functions $\left\{V^{\lambda}\right\}_{\lambda \in\left(0, r_{0}\right]}$ is bounded in $H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$.
Proof. For any $\lambda \in\left(0, r_{0}\right)$, thanks to (5.42), (5.82) and a change of variables,

$$
\begin{aligned}
& \mathcal{N}(\lambda)= \frac{\lambda^{2 s-N}}{H(\lambda)}\left(\int_{B_{\lambda}^{+}} y^{1-2 s}\left(|\nabla U|^{2}-\frac{\alpha}{|x|_{k}^{2}} U^{2}\right) d z-c_{N, s} \int_{B_{\lambda}^{\prime}} g|\operatorname{Tr}(U)|^{2} d x\right) \\
& \geq\left(1-\alpha\left(\frac{2}{k-2}\right)^{2}+c_{N, s} k_{N, s, g} r_{0}^{\varepsilon}\right) \frac{\lambda^{2 s-N}}{H(\lambda)}\left(\int_{B_{\lambda}^{+}} y^{1-2 s}|\nabla U|^{2} d z\right)-\frac{N-2 s}{2} \\
&=\left(1-\alpha\left(\frac{2}{k-2}\right)^{2}+c_{N, s} k_{N, s, g} r_{0}^{\varepsilon}\right)\left(\int_{B_{1}^{+}} y^{1-2 s}\left|\nabla V^{\lambda}\right|^{2} d z\right)-\frac{N-2 s}{2}
\end{aligned}
$$

Hence the claim follows from (5.76), (5.83) and (5.38).
Now we establish the following doubling property.

Proposition 5.5.2. There exists a constant $C_{3}>0$ such that

$$
\begin{align*}
& \frac{1}{C_{3}} H(\lambda) \leq H(R \lambda) \leq C_{3} H(\lambda)  \tag{5.84}\\
& \int_{B_{R}^{+}} y^{1-2 s}\left|V^{\lambda}\right|^{2} d z \leq C_{3} 2^{N+2-2 s} \int_{B_{1}^{+}} y^{1-2 s}\left|V^{R \lambda}\right|^{2} d z  \tag{5.85}\\
& \int_{B_{R}^{+}} y^{1-2 s}\left|\nabla V^{\lambda}\right|^{2} d z \leq C_{3} 2^{N-2 s} \int_{B_{1}^{+}} y^{1-2 s}\left|\nabla V^{R \lambda}\right| d z \tag{5.86}
\end{align*}
$$

for any $\lambda \in\left(0, r_{0}\right)$ and any $R \in[1,2]$.
Proof. By (5.68), (5.71), and (5.76)

$$
-\frac{N-2 s}{r} \leq \frac{H^{\prime}(r)}{H(r)}=\frac{2 \mathcal{N}(r)}{r} \leq \frac{2 C_{1}}{r} \quad \text { for a.e. } r \in\left(0, r_{0}\right)
$$

An integration over $(\lambda, R \lambda)$ with $R \in(1,2]$ yields

$$
R^{2 s-N} \leq \frac{H(R \lambda)}{H(\lambda)} \leq R^{2 C_{1}}
$$

thus (5.84) holds for $R \in(1,2]$ while if $R=1$ it is obvious.
Furthermore for any $\lambda \in\left(0, r_{0}\right)$, by (5.84) and a change of variables,

$$
\begin{aligned}
\int_{B_{R}^{+}} y^{1-2 s}\left|V^{\lambda}\right|^{2} d z= & \frac{\lambda^{-N-2+2 s}}{H(\lambda)} \int_{B_{R \lambda}^{+}} y^{1-2 s}|U|^{2} d z \leq C_{3} \frac{\lambda^{-N-2+2 s}}{H(\lambda R)} \int_{B_{R \lambda}^{+}} y^{1-2 s}|U|^{2} d z \\
& =C_{3} R^{N+2-2 s} \int_{B_{1}^{+}} y^{1-2 s}\left|V^{\lambda R}\right|^{2} d z \leq C_{3} 2^{N+2-2 s} \int_{B_{1}^{+}} y^{1-2 s}\left|V^{\lambda R}\right|^{2} d z
\end{aligned}
$$

for any $R \in[1,2]$. Hence we have proved (5.85) and (5.86) follows from (5.84) in the same way.

In view of the Coarea Formula, there exists a subset $\mathcal{M} \subset\left(0, r_{0}\right)$ of Lebesgue measure 0 such that $|\nabla U| \in L^{2}\left(S_{r}^{+}, y^{1-2 s}\right)$ and (5.31) holds for any $r \in\left(0, r_{0}\right) \backslash \mathcal{M}$.

Proposition 5.5.3. There exist $M>0$ and $\lambda_{0}>0$ such that for any $\lambda \in\left(0, \lambda_{0}\right)$ there exists $R_{\lambda} \in[1,2]$ such that $R_{\lambda} \lambda \notin \mathcal{M}$ and

$$
\begin{equation*}
\int_{S_{R_{\lambda}}^{+}} y^{1-2 s}\left|\nabla V^{\lambda}\right|^{2} d S \leq M \int_{B_{R_{\lambda}}^{+}} y^{1-2 s}\left(\left|\nabla V^{\lambda}\right|^{2}+\left|V^{\lambda}\right|^{2}\right) d z \tag{5.87}
\end{equation*}
$$

Proof. By Proposition 5.5.1 $\left\{V^{\lambda}\right\}_{\lambda \in\left(0, \frac{r_{0}}{2}\right)}$ is bounded in $H^{1}\left(B_{2}^{+}, y^{1-2 s}\right)$. Hence

$$
\begin{equation*}
\limsup _{\lambda \rightarrow 0^{+}} \int_{B_{2}^{+}} y^{1-2 s}\left(\left|\nabla V^{\lambda}\right|^{2}+\left|V^{\lambda}\right|^{2}\right) d z<+\infty \tag{5.88}
\end{equation*}
$$

Let, for any $\lambda \in\left(0, \frac{r_{0}}{2}\right)$,

$$
f_{\lambda}(R):=\int_{B_{R}^{+}} y^{1-2 s}\left(\left|\nabla V^{\lambda}\right|^{2}+\left|V^{\lambda}\right|^{2}\right) d z
$$

The function $f$ is absolutely continuous on $[1,2]$ and, thanks to the Coarea Formula, its distributional derivative is given by

$$
f_{\lambda}^{\prime}(R)=\int_{S_{R}^{+}} y^{1-2 s}\left(\left|\nabla V^{\lambda}\right|^{2}+\left|V^{\lambda}\right|^{2}\right) d S \quad \text { for a.e. } R \in[1,2]
$$

We argue by contradiction supposing that for any $M>0$ there exists $\lambda_{n} \rightarrow 0^{+}$such that

$$
\int_{S_{R}^{+}} y^{1-2 s}\left(\left|\nabla V^{\lambda_{n}}\right|^{2}+\left|V^{\lambda_{n}}\right|^{2}\right) d S>M \int_{B_{R}^{+}} y^{1-2 s}\left(\left|\nabla V^{\lambda_{n}}\right|^{2}+\left|V^{\lambda_{n}}\right|^{2}\right) d z
$$

for any $n \in \mathbb{N}$ and any $R \in[1,2] \backslash \frac{1}{\lambda_{n}} \mathcal{M}$, hence for a.e. $R \in[1,2]$. Therefore

$$
f_{\lambda_{n}}^{\prime}(R)>M f_{\lambda_{n}}(R) \quad \text { for a.e. } R \in[1,2] \text { and any } n \in \mathbb{N} .
$$

An integration over $[1,2]$ yields $f_{\lambda_{n}}(2)>e^{M} f_{\lambda_{n}}(1)$ for any $n \in \mathbb{N}$. Hence

$$
\liminf _{n \rightarrow \infty} f_{\lambda_{n}}(1) \leq \limsup _{n \rightarrow \infty} f_{\lambda_{n}}(1) \leq e^{-M} \limsup _{n \rightarrow \infty} f_{\lambda_{n}}(2)
$$

and so

$$
\liminf _{\lambda \rightarrow 0^{+}} f_{\lambda}(1) \leq e^{-M} \limsup _{\lambda \rightarrow 0^{+}} f_{\lambda}(2)
$$

for any $M>0$. It follows that $\liminf _{\lambda \rightarrow 0^{+}} f_{\lambda}(1)=0$ by (5.88). We conclude that there exists a sequence $\lambda_{n} \rightarrow 0^{+}$as $n \rightarrow \infty$ and $V \in H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ such that

$$
\lim _{n \rightarrow \infty} \int_{B_{1}^{+}} y^{1-2 s}\left(\left|\nabla V^{\lambda_{n}}\right|^{2}+\left|V^{\lambda_{n}}\right|^{2}\right) d z=0
$$

and $V_{\lambda_{n}} \rightharpoonup V$ weakly in $H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$, taking into account Proposition 5.5.1. By Proposition $3.4,(5.83)$ and the lower semicontinuity of norms, we obtain

$$
\int_{B_{1}^{+}} y^{1-2 s}\left(|\nabla V|^{2}+|V|^{2}\right) d z=0 \quad \text { and } \quad \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} V^{2} d S=1
$$

which is a contradiction.
Proposition 5.5.4. Let $R_{\lambda}$ be as in Proposition 5.5.3. Then there exists a constant $\bar{M}>0$ such that

$$
\begin{equation*}
\int_{\mathbb{S}+} \theta_{N+1}^{1-2 s}\left|\nabla V^{R_{\lambda} \lambda}\right|^{2} d S \leq \bar{M} \quad \text { for any } \lambda \in\left(0, \min \left\{\lambda_{0}, \frac{r_{0}}{2}\right\}\right) \tag{5.89}
\end{equation*}
$$

Proof. By a change of variables, the fact that $R_{\lambda} \in[1,2]$ and (5.82)

$$
\begin{aligned}
\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}\left|\nabla V^{R_{\lambda} \lambda}\right|^{2} d S= & R_{\lambda}^{-N+1+2 s} \frac{H(\lambda)}{H\left(R_{\lambda} \lambda\right)} \int_{S_{R_{\lambda}}^{+}} y^{1-2 s}\left|\nabla V^{\lambda}\right|^{2} d S \\
& \leq 2 C_{3} M \int_{B_{R_{\lambda}}^{+}} y^{1-2 s}\left(\left|\nabla V^{\lambda}\right|^{2}+\left|V^{\lambda}\right|^{2}\right) d z \\
& \leq 2^{N+3-2 s} C_{3}^{2} M \int_{B_{1}^{+}} y^{1-2 s}\left(\left|\nabla V^{R_{\lambda} \lambda}\right|^{2}+\left|V^{R_{\lambda} \lambda}\right|^{2}\right) d z \leq \bar{M}<+\infty
\end{aligned}
$$

for some $\bar{M}>0$, in view of Proposition 5.5.1, (5.84), (5.85), (5.86), and (5.87).

Proposition 5.5.5. Let $U$ be a non-trivial solution of (5.19) and $\gamma$ be as in (5.77). Then
(i) there exists $n \in \mathbb{N} \backslash\{0\}$ such that

$$
\begin{equation*}
\gamma=-\frac{N-2 s}{2}+\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, n}} \tag{5.90}
\end{equation*}
$$

where $\gamma_{\alpha, k, n}$ is an eigenvalue of problem (5.20),
(ii) for any sequence $\lambda_{p} \rightarrow 0^{+}$as $p \rightarrow \infty$ there exists a subsequence $\lambda_{p_{q}} \rightarrow 0^{+}$as $q \rightarrow \infty$ and a eigenfunction $Z$ of problem (5.20), corresponding to the eigenvalue $\gamma_{\alpha, k, n}$, such that $\|Z\|_{L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)}=1$ and

$$
\frac{U\left(\lambda_{p_{q}} z\right)}{\sqrt{H\left(\lambda_{p_{q}}\right)}} \rightarrow|z|^{\gamma} Z\left(\frac{z}{|z|}\right) \quad \text { strongly in } H^{1}\left(B_{1}^{+}, y^{1-2 s}\right) \quad \text { as } q \rightarrow \infty .
$$

Proof. Let $V^{\lambda}$ be as in (5.82) and $R_{\lambda}$ as in Proposition 5.5.3. Then $\left\{V^{R_{\lambda} \lambda}\right\}_{\lambda \in\left(0, \min \left\{\lambda_{0}, \frac{r_{0}}{2}\right\}\right)}$ is bounded in $H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$, thanks to Proposition 5.5.1. Let $\lambda_{p} \rightarrow 0^{+}$as $p \rightarrow \infty$. Then there exists a subsequence $\lambda_{p_{q}} \rightarrow 0^{+}$as $q \rightarrow \infty$ and $V \in H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ such that $V^{R_{\lambda_{p q}} \lambda_{p_{q}}} \rightharpoonup V$ weakly in $H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ as $q \rightarrow \infty$. By Proposition 3.4 the trace operator $\operatorname{Tr}_{S_{1}^{+}}$is compact and so

$$
\begin{equation*}
\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}|V|^{2} d S=1 \tag{5.91}
\end{equation*}
$$

in view of (5.83). Hence $V$ is non-trivial. We claim that

$$
\begin{equation*}
V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}} \rightharpoonup V \quad \text { strongly in } H^{1}\left(B_{1}^{+}, y^{1-2 s}\right) \text { as } q \rightarrow \infty . \tag{5.92}
\end{equation*}
$$

For $q$ sufficiently large $B_{1}^{+} \subseteq B_{r_{0} /\left(R_{\lambda_{p_{q}}} \lambda_{p_{q}}\right)}^{+}$and since $R_{\lambda_{p_{q}}} \lambda_{p_{q}} \notin \mathcal{M}$, where $\mathcal{M}$ is as in Proposition 5.5.3, we have that

$$
\begin{align*}
\int_{B_{1}^{+}} y^{1-2 s}\left(\nabla V^{R_{\lambda_{p q}} \lambda_{p q}} \cdot\right. & \left.\nabla W-\frac{\alpha}{|x|_{k}^{2}} V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}} W\right) d z=\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \frac{\partial V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}}{\partial \nu} W d S \\
& +c_{N, s}\left(R_{\lambda_{p_{q}}} \lambda_{p_{q}}\right)^{2 s} \int_{B_{1}^{\prime}} g\left(R_{\lambda_{p_{q}}} \lambda_{p_{q}} \cdot\right) \operatorname{Tr}\left(V^{R_{\lambda_{p_{q}} \lambda_{p_{q}}}}\right) \operatorname{Tr}(W) d x \tag{5.93}
\end{align*}
$$

for any $W \in H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$, thanks to (5.31) and a change of variables. We will pass to the
limit as $q \rightarrow \infty$ in (5.93). To this end we observe that, for any $W \in H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$,

$$
\begin{aligned}
& \left|\lambda^{2 s} \int_{B_{1}^{\prime}} g(\lambda \cdot) \operatorname{Tr}\left(V^{\lambda}\right) \operatorname{Tr}(W) d x\right|=\left|\frac{\lambda^{2 s-N}}{H(\lambda)} \int_{B_{\lambda}^{\prime}} g(x) \operatorname{Tr}(U)(x) \operatorname{Tr}(W)(\lambda x) d x\right| \\
& \leq\left. k_{N, s, g} \frac{\lambda^{2 s+\varepsilon-N}}{H(\lambda)}\left|\int_{B_{\lambda}^{+}} y^{1-2 s}\right| \nabla U\right|^{2} d z-\int_{B_{\lambda}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}}|U|^{2} d z+\left.\frac{N-2 s}{2 \lambda} \int_{S_{\lambda}^{+}} y^{1-2 s}|U|^{2} d S\right|^{\frac{1}{2}} \\
& \quad \times\left.\left|\int_{B_{\lambda}^{+}} y^{1-2 s}\right| \nabla W(\lambda \cdot)\right|^{2} d z-\int_{B_{\lambda}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} W(\lambda \cdot)^{2} d z+\left.\frac{N-2 s}{2 \lambda} \int_{S_{\lambda}^{+}} y^{1-2 s}|W(\lambda \cdot)|^{2} d S\right|^{\frac{1}{2}} \\
& \quad=\left.k_{N, s, g} \lambda^{\varepsilon}\left|\int_{B_{1}^{+}} y^{1-2 s}\right| \nabla V^{\lambda}\right|^{2} d z-\int_{B_{1}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}}\left|V^{\lambda}\right|^{2} d z+\left.\frac{N-2 s}{2}\right|^{\frac{1}{2}} \\
& \quad \times\left.\left|\int_{B_{1}^{+}} y^{1-2 s}\right| \nabla W\right|^{2} d z-\int_{B_{1}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} W^{2} d z+\left.\frac{N-2 s}{2} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}|W|^{2} d S\right|^{\frac{1}{2}}
\end{aligned}
$$

by a change of variables, the Hölder inequality, (5.3), (5.40), (5.82) and (5.83). We conclude that

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0^{+}}\left|\lambda^{2 s} \int_{B_{1}^{\prime}} g(\lambda \cdot) \operatorname{Tr}\left(V^{\lambda}\right) \operatorname{Tr}(W) d x\right|=0 \tag{5.94}
\end{equation*}
$$

by Proposition 5.5.1 and (5.38). Thanks to (5.89), there exists a function $f \in L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$ such that

$$
\begin{equation*}
\frac{\partial V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}}{\partial \nu} \rightharpoonup f \quad \text { weakly in } L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right) \text { as } q \rightarrow \infty \tag{5.95}
\end{equation*}
$$

up to a subsequence. Hence

$$
\lim _{q \rightarrow \infty} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \frac{\partial V^{R_{\lambda_{p q}} \lambda_{p q}}}{\partial \nu} W d S=\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} f W d S
$$

for any $W \in H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$. Furthermore

$$
\begin{aligned}
& \lim _{q \rightarrow \infty} \int_{B_{1}^{+}} y^{1-2 s}\left(\nabla V^{R_{\lambda_{p_{q}} \lambda_{p_{q}}}} \cdot \nabla W-\frac{\alpha}{|x|_{k}^{2}} V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}} W\right) d z \\
&=\int_{B_{1}^{+}} y^{1-2 s}\left(\nabla V \cdot \nabla W-\frac{\alpha}{|x|_{k}^{2}} V W\right) d z
\end{aligned}
$$

by Remark 5.3.1. It follows that

$$
\int_{B_{1}^{+}} y^{1-2 s}\left(\nabla V \cdot \nabla W-\frac{\alpha}{|x|_{k}^{2}} V W\right) d z=\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} f W d S
$$

for any $W \in H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$, that is $V$ is a weak solution of the problem

$$
\begin{cases}\operatorname{div}\left(y^{1-2 s} \nabla V\right)=\frac{\alpha}{|x|_{k}^{V}} V, & \text { in } B_{1}^{+},  \tag{5.96}\\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial V}{\partial y}=0, & \text { on } B_{1}^{\prime} .\end{cases}
$$

Furthermore testing (5.93) with $V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}$,

$$
\begin{aligned}
\lim _{q \rightarrow \infty} \int_{B_{1}^{+}} y^{1-2 s}\left(\left|\nabla V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}\right|^{2}\right. & \left.-\frac{\alpha}{|x|_{k}^{2}}\left|V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}\right|^{2}\right) d z \\
& =\lim _{q \rightarrow \infty} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \frac{\partial V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}}{\partial \nu} V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}} d S=\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} f W d S
\end{aligned}
$$

thanks to (5.95) and the compactness of the trace operator $\operatorname{Tr}_{S_{1}^{+}}$, see Proposition 3.4. Hence from Remark 5.3.1 and (5.83) we deduce (5.92). Let for any $r \in(0,1]$

$$
\begin{aligned}
D_{q}(r)= & \frac{1}{r^{N-2 s}}\left(\int_{B_{r}^{+}} y^{1-2 s}\left(\left|\nabla V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}\right|^{2}-\frac{\alpha}{|x|_{k}^{2}}\left|V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}\right|^{2}\right) d z\right. \\
& \left.\quad-c_{N, s}\left(R_{\lambda_{p_{q}}} \lambda_{p_{q}}\right)^{2 s} \int_{B_{r}^{\prime}} g\left(R_{\lambda_{p_{q}}} \lambda_{p_{q}} \cdot\right)\left|\operatorname{Tr}\left(V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}\right)\right|^{2} d x\right)
\end{aligned}
$$

and

$$
H_{q}(r)=\frac{1}{r^{N+1-2 s}} \int_{S_{r}^{+}} y^{1-2 s}\left|V^{R_{\lambda_{p}} \lambda_{p_{q}}}\right|^{2} d S
$$

For any $r \in(0,1]$ we also define

$$
D_{V}(r)=\frac{1}{r^{N-2 s}} \int_{B_{r}^{+}} y^{1-2 s}\left(|\nabla V|^{2}-\frac{\alpha}{|x|_{k}^{2}}|V|^{2}\right) d z
$$

and

$$
\begin{equation*}
H_{V}(r)=\frac{1}{r^{N+1-2 s}} \int_{S_{r}^{+}} y^{1-2 s}|V|^{2} d S \tag{5.97}
\end{equation*}
$$

Thanks to a scaling argument it is easy to see that

$$
\mathcal{N}_{q}(r):=\frac{D_{q}(r)}{H_{q}(r)}=\frac{D\left(R_{\lambda_{p_{q}}} \lambda_{p_{q}} r\right)}{H\left(R_{\lambda_{p_{q}}} \lambda_{p_{q}} r\right)}=\mathcal{N}\left(R_{\lambda_{p_{q}}} \lambda_{p_{q}} r\right) \quad \text { for any } r \in(0,1]
$$

By (5.92), (5.94) and Remark 5.3.1, it follows that

$$
H_{q}(r) \rightarrow H_{V}(r) \quad \text { and } \quad D_{q}(r) \rightarrow D_{V}(r), \quad \text { as } q \rightarrow \infty, \text { for any } r \in(0,1]
$$

Furthermore $H_{V}(r)>0$ for any $r \in(0,1]$ by Proposition 5.4.2 in the case $g \equiv 0$ and $\Omega=B_{2}^{\prime}$. In particular the function

$$
\mathcal{N}:(0,1] \rightarrow \mathbb{R}, \quad \mathcal{N}_{V}(r):=\frac{D_{V}(r)}{H_{V}(r)}
$$

is well defined and $\mathcal{N}_{V} \in W_{\text {loc }}^{1,1}((0,1])$ by Proposition 5.4.4 in the case $g \equiv 0$ and $\Omega=B_{2}^{\prime}$. In view of (5.97), (5.77)

$$
\begin{equation*}
\mathcal{N}_{V}(r)=\lim _{q \rightarrow \infty} \mathcal{N}\left(R_{\lambda_{p_{q}}} \lambda_{p_{q}} r\right)=\gamma \quad \text { for any } r \in(0,1] \tag{5.98}
\end{equation*}
$$

Hence $\mathcal{N}_{V}(r)$ is constant in $[0,1]$ and so

$$
\mathcal{N}_{V}^{\prime}(r) \equiv 0 \text { for any } r \in(0,1]
$$

By Proposition 5.4.4 it follows that

$$
\left(\int_{S_{r}^{+}} y^{1-2 s} V^{2} d S\right)\left(\int_{S_{r}^{+}} y^{1-2 s}\left|\frac{\partial V}{\partial \nu}\right|^{2} d S\right)-\left(\int_{S_{r}^{+}} y^{1-2 s} V \frac{\partial V}{\partial \nu} d S\right)^{2}=0
$$

for a.e. $r \in(0,1)$, that is, equality holds in the Cauchy-Schwartz inequality for the vectors $V$ and $\frac{\partial V}{\partial \nu}$ in $L^{2}\left(S_{r}^{+}, y^{1-2 s}\right)$ for a.e. $r \in(0,1)$. Therefore there exists a function $\eta(r)$ defined a.e. in $(0,1)$ such that

$$
\frac{\partial V}{\partial \nu}(r \theta)=\eta(r) V(r \theta) \quad \text { for a.e. } \mathrm{r} \in(0,1) \text { and a.e. } \theta \in \mathbb{S}^{+} .
$$

Multiplying by $V(r \theta)$ and integrating over $\mathbb{S}^{+}$,

$$
\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \frac{\partial V}{\partial \nu}(r \theta) V(r \theta) d S=\eta(r) \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}|V(r \theta)|^{2} d S \quad \text { for a.e. } \mathrm{r} \in(0,1)
$$

and so $\eta(r)=\frac{H_{V}^{\prime}(r)}{2 H_{V}(r)}=\frac{\gamma}{r}$ for a.e. $r \in(0,1)$ by $(5.68),(5.68)$ and (5.98). Since $V$ is smooth away from $\Sigma_{k}$ by classical elliptic regularity theory (see (5.37)), an integration over $(r, 1)$ yields

$$
\begin{equation*}
V(r \theta)=r^{\gamma} V(1 \theta)=r^{\gamma} Z(\theta) \quad \text { for any } \mathrm{r} \in(0,1] \text { and a.e. } \theta \in \mathbb{S}^{+} \tag{5.99}
\end{equation*}
$$

where $Z=V_{\mathbb{S}^{+}}$and $\|Z\|_{L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)}=1$ by (5.91). In view of [60, Lemma 1.1], (5.99) and (5.96) the function $Z$ is an eigenfunction of problem (5.20) and the correspondent eigenvalue $\gamma_{\alpha, k, n}$ satisfies the relationship $\gamma(N-2 s+\gamma)=\gamma_{\alpha, k, n}$, that is

$$
\gamma=-\frac{N-2 s}{2}+\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, n}} \quad \text { or } \quad \gamma=-\frac{N-2 s}{2}-\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, n}}
$$

Since $r^{\gamma} Z(\theta) \in H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ by (5.99) then $r^{2 \gamma-2} Z^{2}(\theta) \in L^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ by (5.38) and so we conclude that (5.90) must hold.

Consider now the sequence $\left\{V^{\lambda_{p_{q}}}\right\}_{q \in \mathbb{N}}$. Up to a further subsequence, $V^{\lambda_{p_{q}}} \rightharpoonup \tilde{V}$ weakly in $H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ as $q \rightarrow \infty$, for some $\tilde{V} \in H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ and $R_{\lambda_{p_{q}}} \rightarrow \tilde{R}$, for some $\tilde{R} \in[1,2]$ as $q \rightarrow \infty$. The strong convergence of $\left\{V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}\right\}_{q \in \mathbb{N}}$ to $V$ in $H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ implies that, up to a further subsequence, both $V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}$ and $\left|\nabla V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}\right|$ are dominated a.e. by a $L^{2}\left(B_{1}^{+}, y^{1-2 s}\right)$ function, uniformly with respect to $q \in \mathbb{N}$. Up to a further subsequence, we may also assume that the limit

$$
\ell=\lim _{q \rightarrow \infty} \frac{H\left(R_{\lambda_{p_{q}}} \lambda_{p_{q}}\right)}{H\left(\lambda_{p_{q}}\right)}
$$

exists, it is finite and strictly positive, taking into account (5.84). Then from the Dominated Convergence Theorem and a change of variables we deduce that

$$
\begin{aligned}
& \lim _{q \rightarrow \infty} \int_{B_{1}^{+}} y^{1-2 s} V^{\lambda_{p_{q}}}(z) \phi(z) d z=\lim _{q \rightarrow \infty} R_{\lambda_{p_{q}}}^{N+2-2 s} \int_{B_{1 / R_{\lambda_{p_{q}}}^{+}}} y^{1-2 s} V^{\lambda_{p_{q}}}\left(R_{\lambda_{p_{q}}} z\right) \phi\left(R_{\lambda_{p_{q}}} z\right) d z \\
& =\lim _{q \rightarrow \infty} R_{\lambda_{p_{q}}}^{N+2-2 s} \sqrt{\frac{H\left(R_{\lambda_{p_{q}}} \lambda_{p_{q}}\right)}{H\left(\lambda_{p_{q}}\right)}} \int_{B_{1}^{+}} y^{1-2 s} \chi_{B_{1 / R_{\lambda_{p_{q}}}^{+}}}(z) V^{R_{\lambda_{p_{q}}} \lambda_{p_{q}}}(z) \phi\left(R_{\lambda_{p_{q}}} z\right) d z \\
& =\tilde{R}^{N+2-2 s \sqrt{\ell} \int_{B_{1 / \tilde{R}}^{+}} y^{1-2 s} V(z) \phi(\tilde{R} z) d z=\sqrt{\ell} \int_{B_{1}^{+}} y^{1-2 s} V(z / \tilde{R}) \phi(z) d z}
\end{aligned}
$$

for any $\phi \in C^{\infty}\left(\overline{B_{1}^{+}}\right)$. By density we conclude that $V^{\lambda_{p q}} \rightharpoonup \sqrt{\ell} V(\cdot / \tilde{R})$ weakly in $L^{2}\left(B_{1}^{+}, y^{1-2 s}\right)$ as $q \rightarrow \infty$. Since $V^{\lambda_{p q}} \rightharpoonup \tilde{V}$ weakly in $H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ as $q \rightarrow \infty$ we conclude that $\tilde{V}=$ $\sqrt{\ell} V(\cdot / \tilde{R})$ and so $V^{\lambda_{q q}} \rightharpoonup \sqrt{\ell} V(\cdot / \tilde{R})$ weakly in $H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ as $q \rightarrow \infty$. Furthermore

$$
\begin{aligned}
\lim _{q \rightarrow \infty} \int_{B_{1}^{+}} y^{1-2 s}\left|\nabla V^{\lambda_{p_{q}}}(z)\right|^{2} d z=\lim _{q \rightarrow \infty} R_{\lambda_{p_{q}}}^{N+2-2 s} \int_{B_{1 / R \lambda_{\lambda_{q}}}^{+}} y^{1-2 s}\left|\nabla V^{\lambda_{p_{q}}}\left(R_{\lambda_{p_{q}}} z\right)\right|^{2} d z \\
\left.=\lim _{q \rightarrow \infty} R_{\lambda_{p_{q}}}^{N-2 s} \frac{H\left(R_{\lambda_{p_{q}}} \lambda_{p_{q}}\right)}{H\left(\lambda_{p_{q}}\right)} \int_{B_{1}^{+}} y^{1-2 s} \chi_{B_{1 / R_{\lambda_{p q}}}^{+}}(z) \right\rvert\, \nabla V^{\left.R_{\lambda_{p_{q}} \lambda_{p_{q}}}(z)\right|^{2} d z} \\
=\tilde{R}^{N-2 s} \ell \int_{B_{1 / \tilde{R}}^{+}} y^{1-2 s}|\nabla V|^{2} d z=\int_{B_{1}^{+}} y^{1-2 s}|\sqrt{\ell} \nabla V(\cdot / \tilde{R})|^{2} d z,
\end{aligned}
$$

by the Dominated Convergence Theorem and a change of variables. Hence $V^{\lambda_{p_{q}}} \rightarrow \sqrt{\ell} V(\cdot / \tilde{R})$ strongly in $H^{1}\left(B_{1}^{+}, y^{1-2 s}\right)$ as $q \rightarrow \infty$.

Thanks to (5.99), $V$ is a homogeneous function of degree $\gamma$ and so $\tilde{V}=\sqrt{\ell} \tilde{R}^{-\gamma} V$. Moreover, since $V^{\lambda_{p q}} \rightarrow \tilde{V}$ strongly in $L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$ as $q \rightarrow \infty$ by Proposition 3.4,

$$
1=\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}|\tilde{V}(\theta)|^{2} d S=\sqrt{\ell} \tilde{R}^{-\gamma} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}|V(\theta)|^{2} d S=\sqrt{\ell} \tilde{R}^{-\gamma}
$$

in view of (5.83) and (5.91). We conclude that $\tilde{V}=V$ thus completing the proof.
Now we show that the limit (5.81) is strictly positive, by means of a Fourier analysis with respect to the $L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$-orthonormal basis $\left\{Z_{\alpha, k, n}\right\}_{n \in \mathbb{N} \backslash\{0\}}$ of eigenfunctions of problem (5.20), see Subsection 5.2.1. To this end let us define for any $k \in\{3, \ldots, N\}, \alpha$ as in (5.2), and $n \in \mathbb{N} \backslash\{0\}$

$$
\begin{equation*}
\varphi_{n, i}(\lambda):=\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} U(\lambda \theta) Z_{\alpha, k, n, i}(\theta) d S, \quad \text { for any } \lambda \in\left(0, r_{0}\right], i \in 1, \ldots, M_{\alpha, k, n}, \tag{5.100}
\end{equation*}
$$

see (5.35) for the definition of $M_{\alpha, k, n}$, and

$$
\begin{equation*}
\Upsilon_{n, i}(\lambda):=c_{N, s} \int_{B_{\lambda}^{\prime}} g \operatorname{Tr}(U) \operatorname{Tr}\left(Z_{\alpha, k, n, i}\left(\frac{\cdot}{|\cdot|}\right)\right) d x \tag{5.101}
\end{equation*}
$$

for any $\lambda \in\left(0, r_{0}\right], i \in 1, \ldots, M_{\alpha, k, n}$. Thanks to Proposition 5.4.7 and Proposition 5.5.5 there exists $n_{0} \in \mathbb{N} \backslash\{0\}$ such that

$$
\begin{equation*}
\gamma=\lim _{r \rightarrow 0^{+}} \mathcal{N}(r)=-\frac{N-2 s}{2}+\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, n_{0}}} . \tag{5.102}
\end{equation*}
$$

For any $i \in\left\{1, \ldots, M_{\alpha, k, n_{0}}\right\}$ we need to compute the asymptotics of $\varphi_{n_{0}, i}(\lambda)$ as $\lambda \rightarrow 0^{+}$.
Proposition 5.5.6. Let $n_{0}$ be as in (5.102). Then for any $i \in\left\{1, \ldots, M_{\alpha, k, n_{0}}\right\}$ and any $r \in\left(0, r_{0}\right]$

$$
\begin{align*}
\varphi_{n_{0}, i}(\lambda)= & \lambda^{\gamma} \\
& \left(\frac{\varphi_{n_{0}, i}(r)}{r^{\gamma}}+\frac{\gamma r^{-N+2 s-2 \gamma}}{N-2 s+2 \gamma} \int_{0}^{r} \rho^{-1+\rho} \Upsilon_{n_{0}, i}(\rho) d \rho\right.  \tag{5.103}\\
& \left.+\frac{N-2 s+\gamma}{N-2 s+2 \gamma} \int_{\lambda}^{r} \rho^{-N-1+2 s-\gamma} \Upsilon_{n_{0}, i}(\rho) d \rho\right)+O\left(\lambda^{\gamma+\varepsilon}\right) \quad \text { as } \lambda \rightarrow 0^{+} .
\end{align*}
$$

Proof. Let $n \in \mathbb{N}$ and $i \in\left\{1, \ldots, M_{\alpha, k, n}\right\}$. Let $f \in C_{c}^{\infty}\left(0, r_{0}\right)$. Then testing (5.19) with the function $|z|^{N+1-2 s} f(|z|) Z_{\alpha, k, n, i}(z /|z|)$ and passing in polar coordinates, by (5.33), we obtain

$$
-\varphi_{n, i}^{\prime \prime}(\lambda)-\frac{N+1-2 s}{\lambda} \varphi_{n, i}^{\prime}(\lambda)+\frac{\gamma_{\alpha, k, n}}{\lambda^{2}} \varphi_{n, i}(\lambda)=\zeta_{n, i}(\lambda) \quad \text { in }\left(0, r_{0}\right)
$$

in a distributional sense, where the distribution $\zeta_{n, i} \in \mathcal{D}^{\prime}\left(0, r_{0}\right)$ is define as

$$
\begin{equation*}
\mathcal{D}^{\prime}\left(0, r_{0}\right)\left\langle\zeta_{n, i}, f\right\rangle_{\mathcal{D}\left(0, r_{0}\right)}=\int_{0}^{r_{0}} \frac{f(\lambda)}{\lambda^{2-2 s}}\left(\int_{\mathbb{S}^{\prime}} g(\lambda \cdot) \operatorname{Tr}(U)(\lambda \cdot) \operatorname{Tr}\left(Z_{\alpha, k, n, i}\left(\frac{\cdot}{|\cdot|}\right)\right) d S^{\prime}\right) d \lambda, \tag{5.104}
\end{equation*}
$$

for any $f \in C_{c}^{\infty}\left(0, r_{0}\right)$. In particular $\zeta_{n, i}$ belongs to $L_{l o c}^{1}\left(\left(0, r_{0}\right]\right)$ by the Coarea Formula and a change of variables. If $\Upsilon_{n, i}$ is as in (5.101), a direct computation shows that

$$
\Upsilon_{n, i}^{\prime}(\lambda)=\lambda^{N+1-2 s} \zeta_{n, i}(\lambda) \quad \text { in } \mathcal{D}^{\prime}\left(0, r_{0}\right)
$$

hence

$$
\begin{equation*}
-\left(\lambda^{N+1-2 s+2 \sigma_{n}}\left(\lambda^{-\sigma_{n}} \varphi_{n, i}(\lambda)\right)^{\prime}\right)^{\prime}=\lambda^{\sigma_{n}} \Upsilon_{n, i}^{\prime}(\lambda) \quad \text { in } \mathcal{D}^{\prime}\left(0, r_{0}\right) \tag{5.105}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{n}:=-\frac{N-2 s}{2}+\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, n}} \tag{5.106}
\end{equation*}
$$

From (5.105) and (5.104) we deduce that the function $\lambda \mapsto \lambda^{N+1-2 s+2 \sigma_{n}}\left(\lambda^{-\sigma_{n}} \varphi_{n, i}^{\prime}(\lambda)\right)$ belongs to $W_{l o c}^{1,1}\left(\left(0, r_{0}\right]\right)$ hence an integration over $(\lambda, r)$ yields

$$
\begin{align*}
\left(\lambda^{-\sigma_{n}} \varphi_{n, i}(\lambda)\right)^{\prime}=-\lambda^{-N-1+2 s-\sigma_{n}} & \Upsilon_{n, i}(\lambda) \\
& -\lambda^{-N-1+2 s-2 \sigma_{n}} \sigma_{n}\left(C(r)+\int_{\lambda}^{r} \rho^{\sigma_{n}-1} \Upsilon_{n, i}(\rho) d \rho\right) \tag{5.107}
\end{align*}
$$

for any $r \in\left(0, r_{0}\right]$, for some real number $C(r)$ depending on $r, \alpha, k, n$ and $i$. Since in view of (5.107) $\lambda \rightarrow \lambda^{-\sigma_{n}} \varphi_{n, i}(\lambda)$ belongs to $W_{l o c}^{1,1}\left(\left(0, r_{0}\right]\right)$, a further integration yields

$$
\begin{align*}
& \varphi_{n, i}(\lambda)= \lambda^{\sigma_{n}}\left(r^{-\sigma_{n}} \varphi_{n, i}(r)+\int_{\lambda}^{r} \rho^{-N-1+2 s-\sigma_{n}} \Upsilon_{n, i}(\rho) d \rho\right. \\
&\left.+\sigma_{n} \int_{\lambda}^{r} \rho^{-N-1+2 s-2 \sigma_{n}}\left(C(r)+\int_{\rho}^{r} t^{\sigma_{n}-1} \Upsilon_{n, i}(t) d t\right) d \rho\right) \\
&= \lambda^{\sigma_{n}\left(r^{-\sigma_{n}} \varphi_{n, i}(r)+\int_{\lambda}^{r} \rho^{-N-1+2 s-\sigma_{n}} \Upsilon_{n, i}(\rho) d \rho+\frac{\sigma_{n} C(r) r^{-N+2 s-2 \sigma_{n}}}{-N+2 s-2 \sigma_{n}}\right.} \\
&-\frac{\sigma_{n} C(r) \lambda^{-N+2 s-2 \sigma_{n}}}{-N+2 s-2 \sigma_{n}}-\frac{\sigma_{n} \lambda^{-N+2 s-2 \sigma_{n}}}{-N+2 s-2 \sigma_{n}} \int_{\lambda}^{r} t^{\sigma_{n}-1} \Upsilon_{n, i}(t) d t \\
&\left.+\frac{\sigma_{n}}{-N+2 s-2 \sigma_{n}} \int_{\lambda}^{r} \rho^{-N-1+2 s-\sigma_{n}} \Upsilon_{n, i}(\rho) d \rho\right) \\
&=\lambda^{\sigma_{n}\left(\frac{\varphi_{n, i}(r)}{r^{\sigma_{n}}}-\frac{\sigma_{n} C(r) r^{-N+2 s-2 \sigma_{n}}}{N-2 s+2 \sigma_{n}}+\frac{N-2 s+\sigma_{n}}{N-2 s+2 \sigma_{n}} \int_{\lambda}^{r} \rho^{-N-1+2 s-\sigma_{n}} \Upsilon_{n, i}(\rho) d \rho\right)} \\
& \quad+\frac{\sigma_{n} \lambda^{-N+2 s-\sigma_{n}}}{N-2 s+2 \sigma_{n}}\left(C(r)+\int_{\lambda}^{r} t^{\sigma_{n}-1} \Upsilon_{n, i}(t) d t\right) \quad(5 . \tag{5.108}
\end{align*}
$$

for any $\lambda \in\left(0, r_{0}\right]$.
Let $n_{0}$ be as in (5.102) and $i \in\left\{1, \ldots, M_{\alpha, k, n_{0}}\right\}$. By (5.102) and (5.106), $\gamma=\sigma_{n_{0}}$ and

$$
\begin{aligned}
& \left.\lambda^{-N-1+2 s-\gamma}\left|\Upsilon_{n_{0}, i}(\lambda)\right|<c_{N, s} \lambda^{-N-1+2 s-\gamma} \int_{B_{\lambda}^{\prime}}|g||\operatorname{Tr}(U)| \operatorname{Tr}\left(Z_{\alpha, k, n, i}\left(\frac{\cdot}{|\cdot|}\right)\right) \right\rvert\, d x \\
& \leq \lambda^{-N-1+2 s-\gamma}\left(\int_{B_{\lambda}^{\prime}}|g||\operatorname{Tr}(U)|^{2} d x\right)^{\frac{1}{2}}\left(\int_{B_{\lambda}^{\prime}}|g|\left|\operatorname{Tr}\left(Z_{\alpha, k, n, i}\left(\frac{\cdot}{|\cdot|}\right)\right)\right|^{2} d x\right)^{\frac{1}{2}} \\
& \leq k_{N, s, g} \lambda^{-N-1+2 s-\gamma+\varepsilon} \\
& \times\left(\int_{B_{\lambda}^{+}} y^{1-2 s}|\nabla U|^{2} d z-\int_{B_{\lambda}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}} U^{2} d z+\frac{N-2 s}{2 \lambda} \int_{S_{\lambda}^{+}} y^{1-2 s} U^{2} d z\right)^{\frac{1}{2}} \\
& \times\left(\int_{B_{\lambda}^{+}} y^{1-2 s}\left|\nabla Z_{\alpha, k, n, i}(z /|z|)\right|^{2} d z-\int_{B_{\lambda}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}}\left|Z_{\alpha, k, n, i}(z /|z|)\right|^{2} d z\right. \\
&\left.+\frac{N-2 s}{2 \lambda} \int_{S_{\lambda}^{+}} y^{1-2 s}\left|Z_{\alpha, k, n, i}(z /|z|)\right|^{2} d z\right)^{\frac{1}{2}} \\
&= k_{N, s, g} \lambda^{-1-\gamma+\varepsilon} \sqrt{H(\lambda)}\left(\int_{B_{1}^{+}} y^{1-2 s}\left|\nabla V^{\lambda}\right|^{2} d z-\int_{B_{1}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}}\left|V^{\lambda}\right|^{2} d z+\frac{N-2 s}{2}\right)^{\frac{1}{2}} \\
& \times\left(\int_{B_{1}^{+}} y^{1-2 s}\left|\nabla Z_{\alpha, k, n, i}(z /|z|)\right|^{2} d z-\int_{B_{1}^{+}} y^{1-2 s} \frac{\alpha}{|x|_{k}^{2}}\left|Z_{\alpha, k, n, i}(z /|z|)\right|^{2} d z+\frac{N-2 s}{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

$$
\leq \text { const } \lambda^{-1+\varepsilon}
$$

for any $\lambda \in\left(0, r_{0}\right]$, by Holder inequality, a change of variables, (5.3), (5.40), (5.79), (5.82), (5.83), (5.101). Hence

$$
\begin{equation*}
\left|\Upsilon_{n_{0}, i}(\lambda)\right| \leq \operatorname{const} \lambda^{N-2 s+\gamma+\varepsilon} \quad \text { for any } \lambda \in\left(0, r_{0}\right] \tag{5.109}
\end{equation*}
$$

Now we show that for any $r \in\left(0, r_{0}\right]$

$$
\begin{equation*}
C(r)+\int_{0}^{r} \lambda^{-1+\gamma} \Upsilon_{n_{0}, i}(\lambda) d \lambda=0 \tag{5.110}
\end{equation*}
$$

From (5.109) it is clear that $\int_{0}^{r_{0}} \lambda^{-1+\gamma} \Upsilon_{n_{0}, i}(\lambda) d \lambda<+\infty$. We argue by contradiction. Since $\sigma_{n_{0}}=\gamma>-\frac{N-2 s}{2}$ by (5.102) and (5.106), then from (5.108) we deduce that

$$
\varphi_{n_{0}, i}(\lambda) \sim \frac{\gamma \lambda^{-N+2 s-\gamma}}{N-2 s+2 \gamma}\left(C(r)+\int_{\lambda}^{r} t^{-1+\gamma} \Upsilon_{n_{0}, i}(t) d t\right) \quad \text { as } \lambda \rightarrow 0^{+}
$$

and so by (5.102)

$$
\begin{equation*}
\int_{0}^{r_{0}} \lambda^{N-1-2 s}\left|\varphi_{n_{0}, i}(\lambda)\right|^{2} d \lambda=+\infty \tag{5.111}
\end{equation*}
$$

On the other hand by Hölder inequality, a change of variables, (5.100) and [60, Lemma 2.4]

$$
\begin{aligned}
& \int_{0}^{r_{0}} \lambda^{N-1-2 s}\left|\varphi_{n_{0}, i}(\lambda)\right|^{2} d \lambda \leq \int_{0}^{r_{0}} \lambda^{N-1-2 s}\left(\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}|U(\lambda \theta)|^{2} d S\right) d \lambda \\
&=\int_{B_{r_{0}}^{+}} y^{1-2 s} \frac{U^{2}}{|z|^{2}} d z<+\infty
\end{aligned}
$$

which contradicts (5.111). It follows that

$$
\begin{array}{r}
\lambda^{-N+2 s-\gamma}\left|C(r)+\int_{\lambda}^{r} \lambda^{-1+\gamma} \Upsilon_{n_{0}, i}(\lambda) d \lambda\right|=\lambda^{-N+2 s-\gamma}\left|\int_{0}^{\lambda} \lambda^{-1+\gamma} \Upsilon_{n_{0}, i}(\lambda) d \lambda\right| \\
=O\left(\lambda^{\gamma+\varepsilon}\right) \tag{5.112}
\end{array}
$$

in view of (5.109). In conclusion (5.103) follows from (5.108), (5.110), and (5.112).
Proposition 5.5.7. Let $U$ be a non-trivial solution of (5.19) and $\gamma$ be as in (5.77). Then

$$
\lim _{r \rightarrow 0^{+}} r^{-2 \gamma} H(r)>0
$$

Proof. From (5.100), since $\left\{Z_{\alpha, k, n}\right\}_{n \in \mathbb{N} \backslash\{0\}}$ is a orthonormal basis of $L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)$, see Subsection 5.2.1, we have that

$$
\begin{equation*}
H(\lambda)=\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s}|U(\lambda \theta)|^{2} d S=\sum_{n=1}^{\infty} \sum_{i=1}^{M_{\alpha, k, n}}\left|\varphi_{n, i}(\lambda)\right|^{2} \tag{5.113}
\end{equation*}
$$

by (5.66) and a change of variables. We argue by contradiction supposing that

$$
\lim _{\lambda \rightarrow 0^{+}} \lambda^{-2 \gamma} H(\lambda)=0
$$

Let $n_{0}$ be as in (5.102). By (5.113) for any $i \in\left\{1, \ldots, M_{\alpha, k, n_{0}}\right\}$,

$$
\lim _{\lambda \rightarrow 0^{+}} \lambda^{-2 \gamma}\left|\varphi_{n_{0}, i}(\lambda)\right|^{2}=0 .
$$

By (5.103), for any $i \in\left\{1, \ldots, M_{\alpha, k, n_{0}}\right\}$ and any $r \in\left(0, r_{0}\right]$

$$
\begin{align*}
& \frac{\varphi_{n, i}(r)}{r^{\gamma}}+\frac{\gamma r^{-N+2 s-2 \gamma}}{N-2 s+2 \gamma} \int_{0}^{r} \rho^{-1+\rho} \Upsilon_{n_{0}, i}(\rho) d \rho \\
&+\frac{N-2 s+\gamma}{N-2 s+2 \gamma} \int_{0}^{r} \rho^{-N-1+2 s-\gamma} \Upsilon_{n, i}(\rho) d \rho=0 . \tag{5.114}
\end{align*}
$$

Hence by (5.103), (5.109) and (5.114)

$$
\varphi_{n, i}(\lambda)=-\lambda^{\gamma} \frac{N-2 s+\gamma}{N-2 s+2 \gamma} \int_{0}^{\lambda} \rho^{-N-1+2 s-\gamma} \Upsilon_{n, i}(\rho) d \rho+O\left(\lambda^{\gamma+\varepsilon}\right)=O\left(\lambda^{\gamma+\varepsilon}\right)
$$

as $\lambda \rightarrow 0^{+}$for any $i \in\left\{1, \ldots, M_{\alpha, k, n_{0}}\right\}$. In view of (5.66) and (5.82), it follows that

$$
\sqrt{H(\lambda)} \int_{\mathbb{S}+} \theta_{N+1}^{1-2 s} V^{\lambda} Z d S=O\left(\lambda^{\gamma+\varepsilon}\right) \quad \text { as } \lambda \rightarrow 0^{+}
$$

for any $Z \in V_{n_{0}}$, see (5.34). Then, in view of (5.80) with $\sigma=\frac{\varepsilon}{2}$,

$$
\begin{equation*}
\int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} V^{\lambda} Z d S=O\left(\lambda^{\frac{\varepsilon}{2}}\right) \quad \text { as } \lambda \rightarrow 0^{+} \tag{5.115}
\end{equation*}
$$

for any $Z \in V_{n_{0}}$. On the other hand by Proposition 5.5.5 and Proposition 3.4, there exist $Z_{0} \in V_{n_{0}}$ with $\left\|Z_{0}\right\|_{L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)}=1$ and a sequence $\lambda_{q} \rightarrow 0^{+}$as $q \rightarrow \infty$ such that

$$
\begin{equation*}
V^{\lambda_{q}} \rightarrow Z_{0} \quad \text { strongly in } L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right) \text { as } q \rightarrow \infty \tag{5.116}
\end{equation*}
$$

Since $Z_{0} \in V_{n_{0}}$, from the Parseval identity, (5.115), and (5.116) we deduce that $Z_{0} \equiv 0$ which contradicts the fact that $\left\|Z_{0}\right\|_{L^{2}\left(\mathbb{S}^{+}, \theta_{N+1}^{1-2 s}\right)}=1$.

We are now in position to state and prove our main results which are a more precise version of Theorem 5.1.9 and Theorem 5.1.10 respectively.

Theorem 5.5.8. Let $U$ be a solution of (5.19) and suppose that $g$ satisfies (5.3). Then there exists $n \in \mathbb{N} \backslash\{0\}$ such that

$$
\begin{equation*}
\gamma=\lim _{r \rightarrow 0^{+}} \mathcal{N}(r)=-\frac{N-2 s}{2}+\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, n}} . \tag{5.117}
\end{equation*}
$$

Furthermore let $M_{\alpha, k, n}$ and $\left\{Z_{\alpha, k, n, i}\right\}_{i \in\left\{1, \ldots . M_{\alpha, k, n}\right\}}$ be as in (5.35) and (5.36) respectively. Then for any $i \in\left\{0, \ldots M_{\alpha, k, n}\right\}$ there exists $\beta_{i} \in \mathbb{R}$ such that $\left(\beta_{1}, \ldots, \beta_{M_{\alpha, k, n}}\right) \neq(0, \ldots, 0)$ and

$$
\begin{equation*}
\frac{U(\lambda z)}{\lambda^{\gamma}} \rightarrow|z|^{\gamma} \sum_{i=1}^{M_{\alpha, k, n}} \beta_{i} Z_{\alpha, k, n, i}(z /|z|) \quad \text { strongly in } H^{1}\left(B_{1}^{+}, y^{1-2 s}\right) \text { as } \lambda \rightarrow 0^{+} \tag{5.118}
\end{equation*}
$$

where

$$
\begin{align*}
& \beta_{i}:=\frac{\varphi_{n, i}(r)}{r^{\gamma}}+\frac{\gamma r^{-N+2 s-2 \gamma}}{N-2 s+2 \gamma} \int_{0}^{r} \rho^{-1+\rho} \Upsilon_{n, i}(\rho) d \rho \\
& \quad+\frac{N-2 s+\gamma}{N-2 s+2 \gamma} \int_{0}^{r} \rho^{-N-1+2 s-\gamma} \Upsilon_{n, i}(\rho) d \rho \quad \text { for any } r \in\left(0, r_{0}\right], \tag{5.119}
\end{align*}
$$

with $\varphi_{n, i}$ and $\Upsilon_{n, i}$ given by (5.100) and (5.101) respectively.
Proof. In view of (5.77) and Proposition 5.5.5 we know that (5.117) holds for some $n \in \mathbb{N} \backslash\{0\}$. Furthermore for any sequence of strictly positive numbers $\lambda_{p} \rightarrow 0^{+}$as $p \rightarrow \infty$ there exist a subsequence $\lambda_{p_{q}} \rightarrow 0^{+}$as $q \rightarrow \infty$ and real numbers $\beta_{1}, \ldots, \beta_{M_{\alpha, k, n}}$ such that

$$
\begin{equation*}
\frac{U(\lambda z)}{\lambda^{\gamma}} \rightarrow|z|^{\gamma} \sum_{i=1}^{M_{\alpha, k, n}} \beta_{i} Z_{\alpha, k, n, i}(z /|z|) \quad \text { strongly in } H^{1}\left(B_{1}^{+}, y^{1-2 s}\right) \text { as } q \rightarrow \infty^{+} \tag{5.120}
\end{equation*}
$$

taking into account Proposition 5.5.5 and (5.36). We claim that for any $i \in\left\{1, \ldots, M_{\alpha, k, n}\right\}$ the number $\beta_{i}$ does not depend neither on the sequence $\lambda_{p} \rightarrow 0^{+}$nor on its subsequence $\lambda_{p_{q}} \rightarrow 0^{+}$. In view of (5.36), (5.100), (5.120) and Proposition 3.4

$$
\begin{aligned}
\lim _{q \rightarrow \infty} \lambda_{p_{q}}^{-\gamma} \varphi_{n, j}\left(\lambda_{p_{q}}\right)=\lim _{q \rightarrow \infty} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} \lambda_{p_{q}}^{-\gamma} U\left(\lambda_{p_{q}} \theta\right) & Z_{\alpha, k, n, j}(\theta) d S \\
& =\sum_{i=1}^{M_{\alpha, k, n}} \beta_{i} \int_{\mathbb{S}^{+}} \theta_{N+1}^{1-2 s} Z_{\alpha, k, n, i} Z_{\alpha, k, n, j} d S=\beta_{j},
\end{aligned}
$$

for any $j \in\left\{1, \ldots, M_{\alpha, k, n}\right\}$. On the other hand for any $r \in\left(0, r_{0}\right]$

$$
\begin{aligned}
\lim _{q \rightarrow \infty} \lambda_{p_{q}}^{-\gamma} \varphi_{n, j}\left(\lambda_{p_{q}}\right)=\frac{\varphi_{n, j}(r)}{r^{\gamma}}+\frac{\gamma r^{-N+2 s-2 \gamma}}{N-2 s+2 \gamma} \int_{0}^{r} & \rho^{-1+\rho} \Upsilon_{n, j}(\rho) d \rho \\
& +\frac{N-2 s+\gamma}{N-2 s+2 \gamma} \int_{0}^{r} \rho^{-N-1+2 s-\gamma} \Upsilon_{n, j}(\rho) d \rho
\end{aligned}
$$

by (5.103). Hence

$$
\begin{align*}
& \beta_{j}=\frac{\varphi_{n, j}(r)}{r^{\gamma}}+\frac{\gamma r^{-N+2 s-2 \gamma}}{N-2 s+2 \gamma} \int_{0}^{r} \rho^{-1+\rho} \Upsilon_{n, j}(\rho) d \rho \\
&+\frac{N-2 s+\gamma}{N-2 s+2 \gamma} \int_{0}^{r} \rho^{-N-1+2 s-\gamma} \Upsilon_{n, j}(\rho) d \rho \tag{5.121}
\end{align*}
$$

for any $j \in\left\{1, \ldots, M_{\alpha, k, n}\right\}$ and in particular $\beta_{j}$ does not depend neither on the sequence $\lambda_{p} \rightarrow 0^{+}$nor on its subsequence $\lambda_{p_{q}} \rightarrow 0^{+}$. Then by (5.121) and the Urysohn Subsequence Principle we conclude that (5.118) holds, thus completing the proof.

From Theorem 5.5.8, Proposition 5.1.6 and Section 3.1 in Chapter 3 we can easily deduce the following theorem.

Theorem 5.5.9. Let $u$ be a solution of (5.12) and suppose that $g$ satisfies (5.3). Let $\gamma$, $n \in \mathbb{N} \backslash\{0\}, M_{\alpha, k, n}$ and $\left\{Z_{\alpha, k, n, i}\right\}_{i \in\left\{1, \ldots . M_{\alpha, k, n}\right\}}$ be as in Theorem 5.5.8. Then

$$
\frac{u(\lambda x)}{\lambda^{\gamma}} \rightarrow|x|^{\gamma} \sum_{i=1}^{M_{\alpha, k, n}} \beta_{i} \operatorname{Tr}\left(Z_{\alpha, k, n, i}((\cdot /|\cdot|))(x) \quad \text { strongly in } H^{s}\left(B_{1}^{\prime}\right) \text { as } \lambda \rightarrow 0^{+}\right.
$$

where $\beta_{i}$ is as in (5.119) for any $i \in\left\{1, \cdots, M_{\alpha, k, n}\right\}$.
Proof of Corollary 5.1.11 and Corollary 5.1.12. We start by proving Corollary 5.1.11. Let $U$ be a solution of (5.19) such that (5.24) holds and assume by contradiction that $U \not \equiv 0$ on $\Omega \times(0, \infty)$. Let $\gamma$ be as in Theorem 5.5.8. Then there exists a sequence $\lambda_{q} \rightarrow 0^{+}$such that

$$
\lim _{q \rightarrow \infty} \lambda_{q}^{-\gamma} U\left(\lambda_{q} z\right)=0 \quad \text { for a.e } z \in B_{1}^{+}
$$

On the other hand by Theorem 5.1.9 there exists an eigenfunction $Z$ of (5.20) such that

$$
\lim _{q \rightarrow \infty} \lambda_{q}^{-\gamma} U\left(\lambda_{q} z\right)=|z|^{\gamma} Z(z /|z|) \quad \text { for a.e. } z \in B_{1}^{+}
$$

up to a further subsequence, which is a contradiction. Arguing in the same way, we can deduce Corollary 5.1.12 from Theorem 5.1.10, taking into account Remark 5.2.4.

### 5.6 Computation of the first eigenvalue on a hemisphere

Proposition 5.6.1. Equation (5.22) holds for any $k \in\{3, \ldots, N\}$. If $k=N$ then (5.23) holds.

Proof. Let $Y_{\alpha, k, 1}$ be the first eigenfunction of (5.5) defined in Section 5.1. In particular $Y_{\alpha, k, 1}$ is positive. By [64, Theorem 1.1] there exists an eigenfunction $\Psi$ of problem (5.21), corresponding to the first eigenvalue $\eta_{\alpha, k, 1}$, such that

$$
\begin{equation*}
\lambda^{\frac{N-2}{2}-\sqrt{\left(\frac{N-2}{2}\right)^{2}+\eta_{\alpha, k, 1}}} Y_{\alpha, k, 1}(\lambda x) \rightarrow|x|^{-\frac{N-2}{2}+\sqrt{\left(\frac{N-2}{2}\right)^{2}+\eta_{\alpha, k, 1}}} \Psi\left(\frac{x}{|x|}\right) \tag{5.122}
\end{equation*}
$$

strongly in $H^{1}\left(B_{1}^{\prime}\right)$ as $\lambda \rightarrow 0^{+}$, since $Y_{\alpha, k, 1}$ is positive. Furthermore for any $\phi \in C_{c}^{\infty}(\Omega)$

$$
\underset{\left(\mathbb{H}_{\alpha, k}^{s}(\Omega)\right)^{*}}{ }\left\langle L_{\alpha, k}^{s} Y_{\alpha, k, 1}, \phi\right\rangle_{\mathbb{H}_{\alpha, k}^{s}(\Omega)}=\left(Y_{\alpha, k, 1}, \phi\right)_{\mathbb{H}_{\alpha, k}^{s}(\Omega)}=\mu_{\alpha, k, 1}^{s} \int_{\Omega} Y_{\alpha, k, 1} \phi d x,
$$

in view of (5.8), that is $Y_{\alpha, k, 1}$ is weak solution of $L_{\alpha, k}^{s} Y_{\alpha, k, 1}=\mu_{\alpha, k, 1}^{s} Y_{\alpha, k, 1}$ in the sense given by (5.12). Let $U$ be the extension of $Y_{\alpha, k, 1}$ provided by Theorem 5.1.7. Since $Y_{\alpha, k, 1}$ is positive then $|U|$ is the only solution to the minimization problem (5.17) and so we conclude that $U$ is positive. Then, in view of by Theorem 5.5.8 and Theorem 5.5.9,

$$
\begin{align*}
\lambda^{\frac{N-2 s}{2 s}-\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, 1}}} Y_{\alpha, k, 1}(\lambda x) & \\
& \rightarrow|x|^{-\frac{N-2 s}{2}+\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, 1}}} \beta_{1} \operatorname{Tr}\left(Z_{\alpha, k, 1}((\cdot /|\cdot|))(x)\right. \tag{5.123}
\end{align*}
$$

strongly in $H^{s}\left(B_{1}^{\prime}\right)$ as $\lambda \rightarrow 0^{+}$. Putting together (5.122) and (5.123) we obtain

$$
-\frac{N-2 s}{2}+\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\gamma_{\alpha, k, 1}}=-\frac{N-2}{2}+\sqrt{\left(\frac{N-2}{2}\right)^{2}+\eta_{\alpha, k, 1}}
$$

thus (5.22) follows from a direct computation. Finally, if $k=N$, problem (5.21) reduces to

$$
-\Delta_{\mathbb{S}^{\prime}} \Psi-\alpha \Psi=\eta \Psi \quad \text { in } \mathbb{S}^{\prime}
$$

which admits $-\alpha$ as first eigenvalue, hence we have proved (5.23) in view of (5.22).

### 5.7 A proof of Proposition 5.1.2

In this section we provide, for the sake of completeness, a detailed proof of Proposition 5.1.2 starting with a preliminary lemma. Let us consider, for any positive sequence $\left\{q_{n}\right\}_{n \in \mathbb{N}}$, the weighted $\ell^{2}(\mathbb{N})$-space defined as

$$
\ell^{2}\left(\mathbb{N},\left\{q_{n}\right\}\right):=\left\{\left\{a_{n}\right\}_{n \in \mathbb{N}}: \sum_{n=0}^{\infty} q_{n} a_{n}^{2}<+\infty\right\}
$$

endowed with the norm

$$
\left\|\left\{a_{n}\right\}\right\|_{\ell^{2}\left(\mathbb{N},\left\{q_{n}\right\}\right)}:=\left(\sum_{n=0}^{\infty} q_{n} a_{n}^{2}\right)^{\frac{1}{2}}
$$

Lemma 5.7.1. Let $\ell^{2}\left(\mathbb{N},\left\{q_{n}\right\}\right)$ and $\ell^{2}\left(\mathbb{N},\left\{p_{n}\right\}\right)$ be weighted $\ell^{2}(\mathbb{N})$-spaces. Then

$$
\begin{equation*}
\left(\ell^{2}\left(\mathbb{N},\left\{q_{n}\right\}\right), \ell^{2}\left(\mathbb{N},\left\{p_{n}\right\}\right)\right)_{s, 2}=\ell^{2}\left(\mathbb{N},\left\{q_{n}^{1-s} p_{n}^{s}\right\}\right) \tag{5.124}
\end{equation*}
$$

with equivalent norms.
Proof. We follow the proof of [128, Lemma 23.1]. Let us consider a variant of the standard $K$ function defined as

$$
K_{2}(t, a):=\inf _{b+c=a}\left\{\left(\|b\|_{\ell^{2}\left(\mathbb{N},\left\{q_{n}\right\}\right)}^{2}+t^{2}\|c\|_{\ell^{2}\left(\mathbb{N},\left\{p_{n}\right\}\right)}^{2}\right)^{\frac{1}{2}}: b \in \ell^{2}\left(\mathbb{N},\left\{q_{n}\right\}\right), c \in \ell^{2}\left(\mathbb{N},\left\{p_{n}\right\}\right)\right\}
$$

for any $t \geq 0$ and any sequence $a \in \ell^{2}\left(\mathbb{N},\left\{q_{n}\right\}\right)+\ell^{2}\left(\mathbb{N},\left\{p_{n}\right\}\right)$. If $K(t, a)$ is the standard $K$-function it is clear that $K_{2}(t, a) \leq K(t, a) \leq \sqrt{2} K_{2}(t, a)$ for any $t \geq 0$ and any sequence $a \in \ell^{2}\left(\mathbb{N},\left\{q_{n}\right\}\right)+\ell^{2}\left(\mathbb{N},\left\{p_{n}\right\}\right)$. It follows that we can use $K_{2}$ to define a norm on $\left(\ell^{2}\left(\mathbb{N},\left\{q_{n}\right\}\right), \ell^{2}\left(\mathbb{N},\left\{p_{n}\right\}\right)\right)_{s, 2}$ equivalent to the standard one.

We can compute $K_{2}(a, t)$ explicitly. Indeed, fixed $a \in \ell^{2}\left(\mathbb{N},\left\{q_{n}\right\}\right)+\ell^{2}\left(\mathbb{N},\left\{p_{n}\right\}\right)$ and $t \geq 0$, we can, for any $n \in \mathbb{N}$, minimize the value of $b_{n}^{2} q_{n}+t^{2}\left(a_{n}-b_{n}\right)^{2} p_{n}$ as a function of $b_{n}$ choosing

$$
b_{n}:=\frac{t^{2} p_{n}}{q_{n}+t^{2} p_{n}} a_{n} .
$$

With this optimal choice it follows that

$$
c_{n}=a_{n}-b_{n}=\frac{q_{n}}{q_{n}+t^{2} p_{n}} a_{n}
$$

and so we obtain

$$
K_{2}(t, a)^{2}=\sum_{n=0}^{\infty} \frac{t^{2} p_{n} q_{n}}{q_{n}+t^{2} p_{n}} a_{n}^{2} .
$$

Then by the Monotone Convergence Theorem and the change of variables $t=\tau \sqrt{\frac{q_{n}}{p_{n}}}$

$$
\int_{0}^{\infty} K_{2}(t, a)^{2} t^{-1-2 s} d t=\sum_{n=0}^{\infty} a_{n}^{2} \int_{0}^{\infty} \frac{y^{1-2 s} p_{n} q_{n}}{q_{n}+t^{2} p_{n}} d t=\left(\int_{0}^{\infty} \frac{\tau^{1-2 s}}{1+\tau^{2}} d \tau\right) \sum_{n=0}^{\infty} a_{n}^{2} q_{n}^{1-s} p_{n}^{s}
$$

Since for any $s \in(0,1)$

$$
\int_{0}^{\infty} \frac{\tau^{1-2 s}}{1+\tau^{2}} d \tau<+\infty
$$

we conclude that (5.124) holds.
Proof of Proposition 5.1.2. Let us start by proving that for any $k \in\{3, \ldots, N\}$ and $\alpha$ as in (5.2)

$$
\begin{equation*}
\mathbb{H}_{\alpha, k}^{1}(\Omega):=\left\{v \in L^{2}(\Omega): \sum_{n=1}^{\infty} \mu_{\alpha, k, n} v_{n}^{2}<+\infty\right\}=H_{0}^{1}(\Omega), \tag{5.125}
\end{equation*}
$$

with equivalent norms. If $u \in H_{0}^{1}(\Omega)$ then, in view of Remark 5.1.1,

$$
u=\sum_{n=1}^{\infty}\left(u, \frac{Y_{\alpha, k, n}}{\sqrt{\mu_{\alpha, k, n}}}\right)_{\alpha, k} \frac{Y_{\alpha, k, n}}{\sqrt{\mu_{\alpha, k, n}}}
$$

and so by the Parseval's identity, (5.6), (5.7) and Remark 5.1.1

$$
\begin{equation*}
+\infty>\|u\|_{\alpha, k}^{2}=\sum_{n=1}^{\infty} \mu_{\alpha, k, n} u_{n}^{2} \tag{5.126}
\end{equation*}
$$

On the other hand if $u \in \mathbb{H}_{\alpha, k}^{1}(\Omega)$ let, in view of (5.6),

$$
u^{(j)}:=\sum_{n=1}^{j}\left(u, \frac{Y_{\alpha, k, n}}{\sqrt{\mu_{\alpha, k, n}}}\right)_{\alpha, k} \frac{Y_{\alpha, k, n}}{\sqrt{\mu_{\alpha, k, n}}}=\sum_{n=1}^{j} u_{n} Y_{\alpha, k, n}
$$

For any $j \in \mathbb{N} \backslash\{0\}$ it is clear that $u^{(j)} \in H_{0}^{1}(\Omega)$ and if $j>i$

$$
\begin{equation*}
\left\|u^{(j)}-u^{(i)}\right\|_{\alpha, k}^{2}=\sum_{n=i}^{j} \mu_{\alpha, k, n} u_{n}^{2} . \tag{5.127}
\end{equation*}
$$

It follows that $\left\{u^{(j)}\right\}_{j \in \mathbb{N} \backslash\{0\}}$ converges to $u$ in $H_{0}^{1}(\Omega)$ by Remark 5.1.1, and (5.127). In conclusion $u \in H_{0}^{1}(\Omega)$. From Remark 5.1.1 and (5.126) we deduce that the norms on $H_{0}^{1}(\Omega)$ and $\mathbb{H}_{\alpha, k}^{1}(\Omega)$ are equivalent.

For any $s \in(0,1]$, since $L^{2}(\Omega)$ and $\mathbb{H}_{\alpha, k}^{s}(\Omega)$ are isomorphic to $\ell^{2}(\mathbb{N})$ and $\ell^{2}\left(\mathbb{N},\left\{\mu_{\alpha, k, n}^{s}\right\}\right)$ respectively, from Lemma 5.7.1 and (5.125) it follows that

$$
\mathbb{H}_{\alpha, k}^{s}(\Omega)=\left(L^{2}(\Omega), \mathbb{H}_{\alpha, k}^{1}(\Omega)\right)_{s, 2}=\left(L^{2}(\Omega), H_{0}^{1}(\Omega)\right)_{s, 2}= \begin{cases}H_{0}^{s}(\Omega), & \text { if } s \in(0,1) \backslash\left\{\frac{1}{2}\right\} \\ H_{00}^{1 / 2}(\Omega), & \text { if } s=\frac{1}{2}\end{cases}
$$

with equivalent norms. The last equality is a classical interpolation result, see for example [101].

## Part II

## Unique continuation for parabolic problems

## Chapter 6

## Unique continuation for the fractional power of the heat operator

### 6.1 Statement of the main results

In this Chapter we deal with the singular fractional evolution equation

$$
\begin{equation*}
\left(w_{t}-\Delta w\right)^{s}=\frac{1}{\kappa_{s}}\left(\frac{\mu}{|x|^{2 s}} w+g w\right), \quad \text { in } \mathbb{R}^{N} \times\left(t_{0}-T, t_{0}\right) \tag{6.1}
\end{equation*}
$$

where $T>0$, and

$$
\begin{equation*}
s \in(0,1), \quad N>2 s, \quad \mu<\kappa_{s} \Lambda_{N, s}, \quad \kappa_{s}:=\frac{\Gamma(1-s)}{2^{2 s-1} \Gamma(s)}, \quad \Lambda_{N, s}:=2^{2 s} \frac{\Gamma^{2}\left(\frac{N+2 s}{4}\right)}{\Gamma^{2}\left(\frac{N-2 s}{4}\right)} \tag{6.2}
\end{equation*}
$$

We are interested in studying the asymptotic behaviour of solutions to (6.1) at $(x, t)=\left(0, t_{0}\right)$ along the directions $\left(\lambda x, t_{0}-\lambda^{2} t\right)$ as $\lambda \rightarrow 0^{+}$. On the perturbing potential $g$ we assume the following hypotheses:

$$
\begin{align*}
& g, g_{t} \in L^{r}\left(\left(t_{0}-T, t_{0}\right), L^{\frac{N}{2 s}}\left(\mathbb{R}^{N}\right)\right), \quad g_{t} \in L_{l o c}^{\infty}\left(\left(t_{0}-T, t_{0}\right), L^{\frac{N}{2 s}}\left(\mathbb{R}^{N}\right)\right)  \tag{6.3}\\
& |g(x, t)|+|\nabla g(x, t) \cdot x| \leq C_{g}\left(1+|x|^{-2 s+\varepsilon}\right) \text { for all } t \in\left(t_{0}-T, t_{0}\right) \text { and a.e. } x \in \mathbb{R}^{N} \tag{6.4}
\end{align*}
$$

for some constant $C_{g}>0, \varepsilon \in(0,2 s)$ and $r>1$.
To formally introduce the fractional heat operator, let us first set some notations. For any real Hilbert space $X$ we denote with $X^{*}$ its dual space and with ${ }_{X}{ }^{*}\langle\cdot, \cdot\rangle_{X}$ the duality between $X^{*}$ and $X ;(\cdot, \cdot)_{X}$ denotes the scalar product in $X$.

The operator $H^{s}$ can be defined by means of the Fourier transform as follows: for any function $w \in \mathcal{S}\left(\mathbb{R}^{N+1}\right)$,

$$
\widehat{H^{s}(w)}(\xi, \theta):=\left(i \theta+|\xi|^{2}\right)^{s} \widehat{w}(\xi, \theta)
$$

where the Fourier transform of $w$ is defined as

$$
\mathcal{F}(w)(\xi, \theta)=\widehat{w}(\xi, \theta):=\frac{1}{(2 \pi)^{\frac{N+1}{2}}} \int_{\mathbb{R}^{N+1}} e^{-i(x \cdot \xi+t \theta)} w(x, t) d x d t
$$

Furthermore, we can extend $H^{s}$ to its natural domain; more precisely, we can define $H^{s}$ on

$$
\operatorname{Dom}\left(H^{s}\right):=\left\{w \in L^{2}\left(\mathbb{R}^{N+1}\right): \int_{\mathbb{R}^{N+1}}\left|i \theta+|\xi|^{2}\right|^{s}|\widehat{w}(\xi, \theta)|^{2} d \xi d \theta<+\infty\right\}
$$

endowed with the norm

$$
\|w\|_{\operatorname{Dom}\left(H^{s}\right)}:=\left(\int_{\mathbb{R}^{N+1}} w^{2}(x, t) d x d t+\int_{\mathbb{R}^{N+1}}\left|i \theta+|\xi|^{2}\right|^{s}|\widehat{w}(\xi, \theta)|^{2} d \xi d \theta\right)^{\frac{1}{2}}
$$

as the map from $\operatorname{Dom}\left(H^{s}\right)$ into its dual space $\left(\operatorname{Dom}\left(H^{s}\right)\right)^{*}$, defined as

$$
\begin{equation*}
\left(\operatorname{Dom}\left(H^{s}\right)\right)^{*}\left\langle H^{s}(w), v\right\rangle_{\operatorname{Dom}\left(H^{s}\right)}:=\int_{\mathbb{R}^{N+1}}\left(i \theta+|\xi|^{2}\right)^{s} \widehat{w}(\xi, \theta) \overline{\widehat{v}(\xi, \theta)} d \xi d \eta, \tag{6.5}
\end{equation*}
$$

for any $w, v \in \operatorname{Dom}\left(H^{s}\right)$.
It is worth noticing that, since $|\xi|^{2 s} \leq\left|i \theta+|\xi|^{2}\right|^{s}$ for any $(\theta, \xi) \in \mathbb{R}^{N+1}$,

$$
\|v\|_{L^{2}\left(\mathbb{R}, W^{s, 2}\left(\mathbb{R}^{N}\right)\right)} \leq\|v\|_{\operatorname{Dom}\left(H^{s}\right)}
$$

for any $v \in \operatorname{Dom}\left(H^{s}\right)$. Hence the natural embedding

$$
\begin{equation*}
\operatorname{Dom}\left(H^{s}\right) \hookrightarrow L^{2}\left(\mathbb{R}, W^{s, 2}\left(\mathbb{R}^{N}\right)\right) \tag{6.6}
\end{equation*}
$$

is linear and continuous. In this Chapter we will denote with $W^{s, 2}\left(\mathbb{R}^{N}\right)$ the usual fractional Sobolev space $H^{s}\left(\mathbb{R}^{N}\right)$ to avoid any confusions with the fractional power of the heat operator $H$. Furthermore, since we are dealing with a Hardy-type potential, the weighted $L^{2}$-space

$$
L^{2}\left(\mathbb{R}^{N},|x|^{-2 s}\right):=\left\{v: \mathbb{R}^{N} \rightarrow \mathbb{R} \text { measurable: } \int_{\mathbb{R}^{N}} \frac{v^{2}}{|x|^{2 s}} d x<+\infty\right\}
$$

will play a role in our analysis, together with the following Hardy-type inequality due to Herbst [86]:

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}|\xi|^{2 s}|\widehat{\phi}|^{2} d \xi \geq \Lambda_{N, s} \int_{\mathbb{R}^{N}}|x|^{-2 s} \phi^{2} d x \tag{6.7}
\end{equation*}
$$

for all $\phi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{N}\right)$, where $\Lambda_{N, s}>0$, defined in (6.2), is optimal and not attained.
In view of (6.5), we define a weak solution of (6.1) as a function $w \in \operatorname{Dom}\left(H^{s}\right)$ such that

$$
\begin{equation*}
\left(\operatorname{Dom}\left(H^{s}\right)\right)^{*}\left\langle H^{s}(w), \phi\right\rangle_{\operatorname{Dom}\left(H^{s}\right)}=\frac{1}{\kappa_{s}} \int_{t_{0}-T}^{t_{0}}\left(\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} w \phi+g w \phi\right) d x\right) d t, \tag{6.8}
\end{equation*}
$$

for any $\phi \in C_{c}^{\infty}\left(\mathbb{R}^{N} \times\left(t_{0}-T, t_{0}\right)\right)$. In view of (6.4), (6.6), (6.7), and the Hölder inequality, the above definition of weak solution is well-posed, that is the right hand side, as a function of $\phi$, belongs to $\left(\operatorname{Dom}\left(H^{s}\right)\right)^{*}$.

In order to develop an Almgren-Poon type monotonicity formula, we apply the extension procedure of [24] (see also [21, 110, 125]) to localize the problem.

We use the symbols $\nabla$ and div to denote the gradient, respectively the divergence, with respect to the space variable $z=(x, y)$.

We also note that by [101] there exists a linear and continuous trace operator

$$
\begin{equation*}
\operatorname{Tr}: H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right) \rightarrow W^{2, s}\left(\mathbb{R}^{N}\right) \tag{6.9}
\end{equation*}
$$

see also Section 3.1 in Chapter 3.
The following theorem is a particular case of a very general extension result proved in [24]. See also [110, Theorem ], [125, Theorem 1.7] and [21, Section 3, Section 4].

Theorem 6.1.1. [24, Theorem 4.1, Remark 4.3] If $w \in \operatorname{Dom}\left(H^{s}\right)$, then there exists a function $W \in L^{2}\left(\mathbb{R}, H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)\right)$ that weakly solves

$$
\begin{cases}y^{1-2 s} W_{t}-\operatorname{div}\left(y^{1-2 s} \nabla W\right)=0, & \text { in } \mathbb{R}_{+}^{N+1} \times \mathbb{R} \\ \operatorname{Tr}(W(\cdot, t))=w(\cdot, t), & \text { on } \mathbb{R}^{N}, \text { for a.e. } t \in \mathbb{R} \\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial W}{\partial y}=\kappa_{s} H^{s}(w), & \text { on } \mathbb{R}^{N} \times \mathbb{R}\end{cases}
$$

in the sense that

$$
\begin{aligned}
& \int_{\mathbb{R}}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} W \phi_{t} d z\right) d t \\
& \quad=\int_{\mathbb{R}}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla W \cdot \nabla \phi d z\right) d t-\kappa_{s}\left(\operatorname{Dom}\left(H^{s}\right)\right)^{*}
\end{aligned} \quad\left\langle H^{s}(w), \phi(\cdot, 0, \cdot)\right\rangle_{\operatorname{Dom}\left(H^{s}\right)}
$$

for any $\phi \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}} \times \mathbb{R}\right)$.
The following corollary is an easy consequence of Theorem 6.1.1 and (6.8).
Corollary 6.1.2. If $w \in \operatorname{Dom}\left(H^{s}\right)$ is a solution of (6.8), then there exists a function $W \in$ $L^{2}\left(\mathbb{R}, H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)\right)$ that weakly solves

$$
\begin{cases}y^{1-2 s} W_{t}-\operatorname{div}\left(y^{1-2 s} \nabla W\right)=0, & \text { in } \mathbb{R}_{+}^{N+1} \times\left(t_{0}-T, t_{0}\right)  \tag{6.10}\\ \operatorname{Tr}(W(\cdot, t))=w(\cdot, t), & \text { on } \mathbb{R}^{N}, \text { for a.e. } t \in\left(t_{0}-T, t_{0}\right) \\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial W}{\partial y}=\frac{\mu}{|x|^{2 s}} w+g w, & \text { on } \mathbb{R}^{N} \times\left(t_{0}-T, t_{0}\right)\end{cases}
$$

in the sense that

$$
\begin{align*}
\int_{t_{0}-T}^{t_{0}} & \left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} W \phi_{t} d z\right) d t \\
& =\int_{t_{0}-T}^{t_{0}}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla W \cdot \nabla \phi d z\right) d t-\int_{t_{0}-T}^{t_{0}}\left(\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} w \phi+g w \phi\right) d x\right) d t \tag{6.11}
\end{align*}
$$

for any $\phi \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}} \times\left(t_{0}-T, t_{0}\right)\right)$.
The asymptotic behavior at $\left(0, t_{0}\right)$ of a solution $W$ of (6.10), and consequently of a solution $w$ of (6.8), will turn out to be related to the following eigenvalue problem for a weighted Ornstein-Uhlenbeck operator:

$$
\begin{cases}-\operatorname{div}\left(y^{1-2 s} \nabla Y\right)+y^{1-2 s} \frac{z}{2} \cdot \nabla Y=\gamma y^{1-2 s} Y, & \text { in } \mathbb{R}_{+}^{N+1}  \tag{6.12}\\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial Y}{\partial y}=\frac{\mu}{|x|^{2 s}} \operatorname{Tr}(Y), & \text { on } \mathbb{R}^{N}\end{cases}
$$

with $\mu<\kappa_{s} \Lambda_{N, s}$, see (6.2) for the definition of $\kappa_{s}$ and $\Lambda_{N, s}$. To introduce a suitable functional setting for problem (6.12), we define

$$
G_{s}(z, t):=t^{-\frac{N+2-2 s}{2}} e^{-\frac{|z|^{2}}{4 t}} \quad \text { for any }(z, t) \in \mathbb{R}_{+}^{N+1} \times(0, \infty)
$$

It is easy to verify that $G_{s} \in C^{\infty}\left(\mathbb{R}_{+}^{N+1} \times(0, \infty)\right)$ solves the problem

$$
\begin{cases}y^{1-2 s} \frac{\partial G_{s}}{\partial t}-\operatorname{div}\left(y^{1-2 s} \nabla G_{s}\right)=0, & \text { in } \mathbb{R}_{+}^{N+1} \times(0, \infty), \\ \lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial G_{s}}{\partial y}=0, & \text { on } \mathbb{R}^{N} \times(0, \infty),\end{cases}
$$

in a classical sense. Furthermore

$$
\begin{equation*}
\nabla G_{s}(z, t)=-\frac{z}{2 t} G_{s}(z, t) \quad \text { for any }(z, t) \in \mathbb{R}_{+}^{N+1} \times(0, \infty) . \tag{6.13}
\end{equation*}
$$

Letting

$$
G(z):=G_{s}(z, 1)=e^{-\frac{|z|^{2}}{4}}, \quad \text { for any } z \in \mathbb{R}^{N+1},
$$

we define

$$
\mathcal{L}:=\left\{V: \mathbb{R}_{+}^{N+1} \rightarrow \mathbb{R} \text { measurable }: \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V^{2} G d z<+\infty\right\}
$$

and $\mathcal{H}$ as the completion of $C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}}\right)$ with respect to the norm

$$
\|\phi\|_{\mathcal{H}}:=\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left(\phi^{2}+|\nabla \phi|^{2}\right) G d z\right)^{\frac{1}{2}}
$$

It is clear that both $\mathcal{L}$ and $\mathcal{H}$ are Hilbert spaces with respect to the natural scalar product associated to the $\|\cdot\|_{\mathcal{L}}$-norm and the $\|\cdot\|_{\mathcal{H}^{-}}$-norm respectively. We observe that

$$
\|W\|_{\mathcal{H}} \leq\|W\|_{H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)} \quad \text { for any } W \in H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)
$$

hence the embedding

$$
H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right) \hookrightarrow \mathcal{H}
$$

is linear and continuous. Furthermore, we consider the weighted $L^{2}$-spaces

$$
L^{2}\left(\mathbb{R}^{N}, G(x, 0)\right):=\left\{v: \mathbb{R}^{N} \rightarrow \mathbb{R} \text { measurable }: \int_{\mathbb{R}^{N}} v^{2}(x) G(x, 0) d x<+\infty\right\}
$$

and

$$
L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right):=\left\{v: \mathbb{R}^{N} \rightarrow \mathbb{R} \text { measurable }: \int_{\mathbb{R}^{N}} \frac{v^{2}(x)}{|x|^{2 s}} G(x, 0) d x<+\infty\right\}
$$

The trace operator Tr introduced in (6.9) can be extended to a continuous linear trace operator, still denoted as $\operatorname{Tr}$, from $\mathcal{H}$ to $L^{2}\left(\mathbb{R}^{N}, G(x, 0)\right)$, see Proposition 6.2.3 in Section 6.2. Furthermore $\operatorname{Tr}$ takes values in $L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right)$ and

$$
\operatorname{Tr}: \mathcal{H} \rightarrow L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right)
$$

is linear and continuous, see Proposition 6.2.5 in Section 6.2.
We say that $\gamma$ is an eigenvalue of problem (6.12) if there exists an eigenfunction $Y \in \mathcal{H} \backslash\{0\}$ weakly satisfying (6.12), i.e.

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla Y \cdot \nabla V G d z-\int_{\mathbb{R}^{N}} \frac{\mu}{|x|^{2 s}} \operatorname{Tr}(Y) \operatorname{Tr}(V) G(0, \cdot) d x=\gamma \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} Y V G d z \tag{6.14}
\end{equation*}
$$

for any $V \in \mathcal{H}$. Proposition 6.2.5 in Section 6.2 ensures that the above definition of weak solution is well posed.

In order to compute the eigenvalues of (6.12) we separate the variable $z$ in radial and angular parts. Henceforward we denote

$$
\mathbb{S}^{N-1}:=\left\{x \in \mathbb{R}^{N}:|x|=1\right\}, \quad \mathbb{S}_{+}^{N}:=\left\{z \in \mathbb{R}_{+}^{N+1}:|z|=1\right\}
$$

identifying $\partial \mathbb{S}_{+}^{N}$ with $\mathbb{S}^{N-1}$. Writing as $\theta=\left(\theta_{1}, \ldots, \theta_{N+1}\right)$ the coordinates on $\mathbb{S}^{N}$, we define

$$
L^{2}\left(\mathbb{S}_{+}^{N}, \theta_{N+1}^{1-2 s}\right):=\left\{v: \mathbb{S}_{+}^{N} \rightarrow \mathbb{R} \text { measurable }: \int_{\mathbb{S}_{+}^{N}} \theta_{N+1}^{1-2 s}|v|^{2} d z<+\infty\right\}
$$

and $H^{1}\left(\mathbb{S}_{+}^{N}, \theta_{N+1}^{1-2 s}\right)$ as the completion of $C_{c}^{\infty}\left(\overline{\mathbb{S}_{+}^{N}}\right)$ with respect to the norm

$$
\|\phi\|_{H^{1}\left(\mathbb{S}_{+}^{N}, \theta_{N+1}^{1-2 s}\right)}:=\left(\int_{\mathbb{S}_{+}^{N}} \theta_{N+1}^{1-2 s}\left(|\phi|^{2}+\left|\nabla_{\mathbb{S}^{N}} \phi\right|^{2}\right) d S\right)^{\frac{1}{2}}
$$

where $\nabla_{\mathbb{S}^{N}}$ and $d S$ denote the Riemannian gradient and the volume element, respectively, with respect to the standard metric on the unit $N$-dimensional sphere $\mathbb{S}^{N}$.

We refer to [60] for the following proposition.
Proposition 6.1.3. [60, Lemma 2.2] There exists a linear and continuous trace operator

$$
\mathcal{T}: H^{1}\left(\mathbb{S}_{+}^{N}, \theta_{N+1}^{1-2 s}\right) \rightarrow L^{2}\left(\mathbb{S}^{N-1}\right)=L^{2}\left(\partial \mathbb{S}_{+}^{N}\right)
$$

Furthermore, letting $\kappa_{s}$ and $\Lambda_{N, s}$ be as in (6.2),

$$
\begin{equation*}
\kappa_{s} \Lambda_{N, s} \int_{\mathbb{S}^{N-1}}|\mathcal{T}(V)|^{2} d S^{\prime} \leq\left(\frac{N-2 s}{2}\right)^{2} \int_{\mathbb{S}_{+}^{N}} \theta_{N+1}^{1-2 s}|V|^{2} d S+\int_{\mathbb{S}_{+}^{N}} \theta_{N+1}^{1-2 s}\left|\nabla_{\mathbb{S}^{N}} V\right|^{2} d S \tag{6.15}
\end{equation*}
$$

for any $v \in H^{1}\left(\mathbb{S}^{N}, \theta_{N+1}^{1-2 s}\right)$, where $d S^{\prime}$ denotes the volume element on $\mathbb{S}^{N-1}$.
Let us consider the following eigenvalue problem

$$
\begin{cases}-\operatorname{div}_{\mathbb{S}^{N}}\left(\theta_{N+1}^{1-2 s} \nabla_{\mathbb{S}^{N}} \psi\right)=\nu \theta_{N+1}^{1-2 s} \psi, & \text { in } \mathbb{S}_{+}^{N}  \tag{6.16}\\ -\lim _{\theta_{N+1} \rightarrow 0^{+}} \theta_{N+1}^{1-2 s} \nabla_{\mathbb{S}^{N}} \psi \cdot e_{N+1}=\mu \mathcal{T}(\psi), & \text { on } \mathbb{S}^{N-1}\end{cases}
$$

where $e_{N+1}:=(0, \ldots, 1) \in \mathbb{R}^{N+1}$ and $\mu<\kappa_{s} \Lambda_{N, s}$ as in (6.2). We say that $\nu \in \mathbb{R}$ is an eigenvalue of (6.16) if there exists $\psi \in H^{1}\left(\mathbb{S}_{+}^{N}, \theta_{N+1}^{1-2 s}\right) \backslash\{0\}$, called eigenfunction, such that

$$
\int_{\mathbb{S}_{+}^{N}} \theta_{N+1}^{1-2 s} \nabla_{\mathbb{S}^{N}} \psi \cdot \nabla_{\mathbb{S}^{N}} V d S-\mu \int_{\mathbb{S}^{N-1}} \mathcal{T}(\psi) \mathcal{T}(V) d S^{\prime}=\nu \int_{\mathbb{S}_{+}^{N}} \theta_{N+1}^{1-2 s} \psi V d S
$$

for any $V \in H^{1}\left(\mathbb{S}_{+}^{N}, \theta_{N+1}^{1-2 s}\right)$. Since the natural embedding $H^{1}\left(\mathbb{S}_{+}^{N}, \theta_{N+1}^{1-2 s}\right) \hookrightarrow L^{2}\left(\mathbb{S}_{+}^{N}, \theta_{N+1}^{1-2 s}\right)$ is compact, see [58] and [111], by classical spectral theory the eigenvalues of (6.16) are a nondecreasing and diverging sequence $\left\{\nu_{k}(\mu)\right\}_{k \in \mathbb{N} \backslash\{0\}}$. In the sequence $\left\{\nu_{k}(\mu)\right\}_{k \in \mathbb{N} \backslash\{0\}}$ we repeat each eigenvalue as many times as the dimension of the associated eigenspace. Inequality (6.15) implies the following estimate on the first eigenvalue:

$$
\begin{equation*}
\nu_{1}(\mu)>-\left(\frac{N-2 s}{2}\right)^{2} \tag{6.17}
\end{equation*}
$$

Furthermore there exists an orthonormal basis $\left\{\psi_{k}\right\}_{k \in \mathbb{N} \backslash\{0\}}$ of $L^{2}\left(\mathbb{S}_{+}^{N}, \theta_{N+1}^{1-2 s}\right)$ such that, for any $k \in \mathbb{N} \backslash\{0\}$, the function $\psi_{k}$ is an eigenfunction of problem (6.16) associated to $\nu_{k}(\mu)$.

Remark 6.1.4. If $\mu=0$, then a combination of the regularity result of [120, Theorem 1.1] with the blow-up analysis done in [60] for the Caffarelli-Silvestre extended problem implies that the set of eigenvalues of $(6.16)$ is $\left\{k^{2}+k(N-2 s): k \in \mathbb{N}\right\}$.

Let, for any $n \in \mathbb{N}$ and $j \in \mathbb{N} \backslash\{0\}$,

$$
\begin{equation*}
Y_{n, j}(z):=|z|^{-\alpha_{j}} P_{j, n}\left(\frac{|z|^{2}}{4}\right) \psi_{j}\left(\frac{z}{|z|}\right) \tag{6.18}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha_{j}:=\frac{N-2 s}{2}-\sqrt{\left(\frac{N-2 s}{2}\right)^{2}+\nu_{j}(\mu)},  \tag{6.19}\\
& P_{j, n}(t):=\sum_{i=0}^{n} \frac{(-n)_{i}}{\left(\frac{N+2-2 s}{2}-\alpha_{j}\right)_{i}} \frac{t^{i}}{i!}, \quad \text { with } \quad\left\{\begin{array}{l}
(s)_{i}=\prod_{j=0}^{i-1}(s+j), \\
(s)_{0}=1 .
\end{array}\right. \tag{6.20}
\end{align*}
$$

Let us also consider the $\mathcal{L}$-normalized functions

$$
\begin{equation*}
\tilde{Y}_{n, j}:=\frac{Y_{n, j}}{\left\|Y_{n, j}\right\|_{\mathcal{L}}} \quad \text { for any }(n, j) \in \mathbb{N} \times \mathbb{N} \backslash\{0\} \tag{6.21}
\end{equation*}
$$

The following result is proved in Section 6.4 and provides a complete description of the spectrum of problem (6.12).
Proposition 6.1.5. The set of eigenvalues of problem (6.12) is

$$
\begin{equation*}
\left\{\gamma_{m, k}:=m-\frac{\alpha_{k}}{2}: k \in \mathbb{N} \backslash\{0\}, m \in \mathbb{N}\right\} \tag{6.22}
\end{equation*}
$$

where $\left\{\nu_{k}(\mu)\right\}_{k \in \mathbb{N} \backslash\{0\}}$ are the eigenvalues of problem (6.16) and $\alpha_{k}$ is defined in (6.19). The multiplicity of each eigenvalue $\gamma_{m, k}$ is finite and equal to

$$
\#\left\{j \in \mathbb{N} \backslash\{0\}: \gamma_{m, k}+\frac{\alpha_{j}}{2} \in \mathbb{N}\right\}
$$

Furthermore, for any $(m, k) \in \mathbb{N} \times \mathbb{N} \backslash\{0\}$,

$$
E_{m, k}=\left\{\tilde{Y}_{n, j}:(n, j) \in \mathbb{N} \times \mathbb{N} \backslash\{0\} \text { and } \gamma_{m, k}=n-\frac{\alpha_{j}}{2}\right\}
$$

is an $\mathcal{L}$-orthonormal basis of the eigenspace associated to the eigenvalue $\gamma_{m, k}$, where $\widetilde{Y}_{n, j}$ has been defined in (6.21). Finally

$$
\begin{equation*}
\bigcup_{(m, k) \in \mathbb{N} \times \mathbb{N} \backslash\{0\}} E_{m, k} \tag{6.23}
\end{equation*}
$$

is a orthonormal basis of $\mathcal{L}$.
The main result of this Chapter is the following classification of the asymptotic behaviour near $\left(0, t_{0}\right)$ of any solution $W$ of (6.10), based on the limit as $t \rightarrow t_{0}^{-}$of the following AlmgrenPoon type frequency function

$$
\begin{align*}
&\left.\mathcal{N}(t):=\frac{\left(t_{0}-t\right) \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla W|^{2} G_{s}\left(z, t_{0}-t\right) d z}{\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} W^{2} G_{s}(\cdot,} t_{0}-t\right) d z \\
& \quad-\frac{\left(t_{0}-t\right) \int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} w^{2}+g w^{2}\right) G_{s}\left(x, 0, t_{0}-t\right) d x}{\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} W^{2} G_{s}\left(\cdot, t_{0}-t\right) d z} . \tag{6.24}
\end{align*}
$$

Theorem 6.1.6. Let $W \not \equiv 0$ be a weak solution to (6.10). Then there exist $m_{0} \in \mathbb{N}$ and $k_{0} \in \mathbb{N} \backslash\{0\}$ such that

$$
\begin{equation*}
\lim _{t \rightarrow t_{0}^{-}} \mathcal{N}(t)=\gamma_{m_{0}, k_{0}} \tag{6.25}
\end{equation*}
$$

where $\mathcal{N}$ has been defined in (6.24) and $\gamma_{m_{0}, k_{0}}$ in (6.22). Furthermore, letting

$$
\begin{equation*}
J_{0}:=\left\{(m, k) \in \mathbb{N} \times \mathbb{N} \backslash\{0\}: \gamma_{m_{0}, k_{0}}=m-\frac{\alpha_{k}}{2}\right\} \tag{6.26}
\end{equation*}
$$

for any $\tau \in(0,1)$
and
where $\tilde{Y}_{m, k}$ has been defined in (6.21),

$$
\begin{align*}
& \beta_{m, k}=\Lambda^{-2 \gamma_{m_{0}, k_{0}}} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} W\left(\Lambda z, t_{0}-\Lambda^{2}\right) \tilde{Y}_{m, k}(z) G(z) d z+2 \\
& \times \int_{0}^{\Lambda} \tau^{2 s-1-2 \gamma_{m_{0}, k_{0}}}\left(\int_{\mathbb{R}^{N}} g\left(\tau x, t_{0}-\tau^{2}\right) \operatorname{Tr}(W)\left(\tau x, t_{0}-\tau^{2}\right) \operatorname{Tr}\left(\tilde{Y}_{m, k}\right)(x) e^{-\frac{|x|^{2}}{4}} d x\right) d \tau \tag{6.27}
\end{align*}
$$

for any $\Lambda \in\left(0, \Lambda_{0}\right)$ and for some $\Lambda_{0} \in(0, \sqrt{T})$, and $\operatorname{Tr}$ has been defined in (6.9). Finally $\beta_{m, k} \neq 0$ for some $(m, k) \in J_{0}$.

From Theorem 6.1.6 and the relationship between problems (6.8) and (6.10) given by Corollary 6.1 .2 we can easily deduce a similar result for solutions to (6.8).

Theorem 6.1.7. Let $w \not \equiv 0$ be a solution to (6.8). Then there exist $m_{0} \in \mathbb{N}$ and $k_{0} \in \mathbb{N} \backslash\{0\}$ such that, for any $\tau \in(0,1)$,

$$
\lim _{\lambda \rightarrow 0^{+}} \int_{\tau}^{1}\left\|\lambda^{-2 \gamma_{m_{0}, k_{0}}} w\left(\lambda x \sqrt{t}, t_{0}-\lambda^{2} t\right)-t^{\gamma_{m_{0}, k_{0}}} \sum_{(m, k) \in J_{0}} \beta_{m, k} \operatorname{Tr}\left(\widetilde{Y}_{m, k}\right)(x)\right\|_{L^{2}\left(\mathbb{R}^{N}, G(\cdot, 0)\right)}^{2} d t=0
$$

where $\widetilde{Y}_{m, k}, \beta_{m, k}$, and $\operatorname{Tr}$ are defined in (6.21), (6.27), and (6.9), respectively.
Thanks to Theorem 6.1.6 and Theorem 6.1.7, we can prove that a strong unique continuation principle holds for solutions of equations (6.8) and (6.11).

Corollary 6.1.8. Let $W$ be a weak solution of problem (6.10) such that

$$
\begin{equation*}
W(z, t)=O\left(\left(|z|^{2}+\left(t_{0}-t\right)\right)^{k}\right) \quad \text { as } z \rightarrow 0 \text { and } t \rightarrow t_{0}^{-} \quad \text { for all } k \in \mathbb{N} \tag{6.28}
\end{equation*}
$$

Then $W \equiv 0$ on $\mathbb{R}_{+}^{N+1} \times\left(t_{0}-T, t_{0}\right)$.

Corollary 6.1.9. Let $w$ be a solution of (6.8) such that

$$
w(x, t)=O\left(\left(|x|^{2}+\left(t_{0}-t\right)\right)^{k}\right) \quad \text { as } x \rightarrow 0 \text { and } t \rightarrow t_{0}^{-} \quad \text { for all } k \in \mathbb{N} .
$$

Then $w \equiv 0$ in $\mathbb{R}^{N} \times\left(t_{0}-T, t_{0}\right)$.
The next theorem is a backward uniqueness result for the Cauchy problem associated with (6.10). Its proof relies exclusively on the monotonicity argument developed in Section 6.5 and does not require the blow-up argument which is instead needed to obtain the above space-like unique continuation properties.

Theorem 6.1.10. If $W$ is a solution of (6.10) and there exists $t_{1} \in\left(t_{0}-T, t_{0}\right)$ such that

$$
W\left(z, t_{1}\right)=0 \quad \text { for a.e. } z \in \mathbb{R}_{+}^{N+1}
$$

then $W \equiv 0$ in $\mathbb{R}_{+}^{N+1} \times\left(t_{0}-T, t_{0}\right)$.
This Chapter is organized as follows. In Section 6.2 we prove some functional inequalities and trace results in Gaussian spaces. In Section 6.3 we give an alternative weak formulation of the extended problem in Gaussian spaces and prove a regularity result. In Section 6.4 we describe the eigenvalues of a weighted Ornstein-Uhlenbeck operator which turn out to be related to the classification of the asymptotic behaviour of weak solutions to (6.1) at $\left(0, t_{0}\right)$. In Section 6.5 we derive an Almgren-Poon type monotonicity formula for the extended problem, which is combined with a blow-up analysis in Section 6.6 to obtain our main results, i.e. the asymptotic of solutions and the strong space-like unique continuation property.

### 6.2 Inequalities and Traces in Gaussian spaces

In this section we prove some inequalities and trace results for Gaussian spaces. We start with a Hardy-type inequality.

Proposition 6.2.1. For any $V \in \mathcal{H}$

$$
\begin{align*}
\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} & \frac{V^{2}}{|z|^{2}} G d z+\frac{1}{4(N-2 s)^{2}} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|z|^{2} V^{2} G d z \\
& \leq \frac{4}{(N-2 s)^{2}} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla V|^{2} G d z+\frac{N+2-2 s}{(N-2 s)^{2}} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V^{2} G d z \tag{6.29}
\end{align*}
$$

Proof. By density, it is enough to prove (6.29) for any $\phi \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}}\right)$. Thanks to [60, Lemma 2.4]

$$
\begin{align*}
& \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \frac{\phi^{2}}{|z|^{2}} G d z \leq \frac{4}{(N-2 s)^{2}} \int_{\mathbb{R}^{N+1}} y^{1-2 s}\left|\nabla\left(\phi e^{-\frac{|z|^{2}}{8}}\right)\right|^{2} d z \\
&=\frac{4}{(N-2 s)^{2}} \int_{\mathbb{R}^{N+1}} y^{1-2 s}\left(|\nabla \phi|^{2}-\frac{1}{4} \nabla\left(\phi^{2}\right) \cdot z+\frac{1}{16}|z|^{2} \phi^{2}\right) e^{-\frac{|z|^{2}}{4}} d z . \tag{6.30}
\end{align*}
$$

Let, for any $\delta>0$,

$$
\begin{equation*}
\mathbb{R}_{\delta}^{N+1}:=\left\{(x, y) \in \mathbb{R}^{N+1}: y>\delta\right\} . \tag{6.31}
\end{equation*}
$$

Since on $\mathbb{R}_{+}^{N+1}$

$$
\operatorname{div}\left(y^{1-2 s} \phi^{2} e^{-\frac{|z|^{2}}{4}} z\right)=y^{1-2 s}\left[(1-2 s) \phi^{2}+\nabla\left(\phi^{2}\right) \cdot z-\frac{1}{2}|z|^{2} \phi^{2}+(N+1) \phi^{2}\right] e^{-\frac{|z|^{2}}{4}}
$$

then

$$
\begin{aligned}
\int_{\mathbb{R}_{\delta}^{N+1}} y^{1-2 s} \nabla\left(\phi^{2}\right) \cdot z e^{-\frac{|z|^{2}}{4}} d z=\int_{\mathbb{R}_{\delta}^{N+1}} y^{1-2 s}[(-N-2 & \left.+2 s) \phi^{2}+\frac{1}{2}|z|^{2} \phi^{2}\right] e^{-\frac{|z|^{2}}{4}} d z \\
& -\delta^{2-2 s} \int_{\mathbb{R}^{N}} \phi^{2}(x, \delta) e^{-\frac{|x|^{2}+\delta^{2}}{4}} d x
\end{aligned}
$$

Since $(2-2 s)>0$, we can pass to the limit as $\delta \rightarrow 0^{+}$and conclude that

$$
\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla\left(\phi^{2}\right) \cdot z e^{-\frac{|z|^{2}}{4}} d z=\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left[(-N-2+2 s) \phi^{2}+\frac{1}{2}|z|^{2} \phi^{2}\right] e^{-\frac{|z|^{2}}{4}} d z
$$

Then from (6.30) we deduce that

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \frac{\phi^{2}}{|z|^{2}} G d z \\
& \quad \leq \frac{4}{(N-2 s)^{2}} \int_{\mathbb{R}^{N+1}} y^{1-2 s}\left(|\nabla \phi|^{2}+\frac{1}{16}|z|^{2} \phi^{2}+\frac{1}{4}(N+2-2 s) \phi^{2}-\frac{1}{8}|z|^{2} \phi^{2}\right) e^{-\frac{|z|^{2}}{4}} d z
\end{aligned}
$$

which proves (6.29).
Proposition 6.2.2. Let $V \in \mathcal{H}$. Then $V \sqrt{G} \in H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)$ and

$$
\begin{align*}
& \|\nabla(V \sqrt{G})\|_{L^{2}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)}^{2} \\
& \qquad \leq \frac{(N+2-2 s)}{2} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V^{2} G d z+4 \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla V|^{2} G d z \tag{6.32}
\end{align*}
$$

Proof. If $V \in \mathcal{H}$ then, in view of (6.13),

$$
|\nabla(V \sqrt{G})|^{2}=\left|\nabla V \sqrt{G}+\frac{1}{2} V G^{-\frac{1}{2}} \nabla G\right|^{2} \leq 2|\nabla V|^{2} G+\frac{1}{8} V^{2}|z|^{2} G
$$

and so by Proposition 6.2 .1 it is a clear that $V \sqrt{G} \in H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)$ and (6.32) holds.
Proposition 6.2.3. The trace operator $\operatorname{Tr}$ introduced in (6.9) can be extended to a linear and continuous trace operator, still denoted as Tr ,

$$
\operatorname{Tr}: \mathcal{H} \rightarrow L^{2}\left(\mathbb{R}^{N}, G(x, 0)\right)
$$

In particular there exists a constant $K_{N, s}>0$, which depends only on $N$ and $s$, such that, for any $V \in \mathcal{H}$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}|\operatorname{Tr}(V)|^{2} G(\cdot, 0) d x \leq K_{N, s}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla V|^{2} G d z+\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V^{2} G d z\right) \tag{6.33}
\end{equation*}
$$

Proof. There exists a constant $C_{N, s}>0$, which depends only on $N$ and $s$, such that, for any $\phi \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}|\phi(x, 0)|^{2} d x \leq C_{N, s}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla \phi|^{2} d z+\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \phi^{2} d z\right) \tag{6.34}
\end{equation*}
$$

see for example [101]. Testing (6.34) with $\phi \sqrt{G} \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}}\right)$, by Proposition 6.2 .2 we obtain (6.33) for any $\phi \in C_{c}^{\infty}\left(\mathbb{R}_{+}^{N+1}\right)$. Then the operator $\operatorname{Tr}$ is densely defined on $\mathcal{H}$ and it is continuous. Hence it can be extended to a continuous trace operator on $\mathcal{H}$ satisfying (6.33).

Proposition 6.2.4. Letting $\kappa_{s}$ and $\Lambda_{N, s}$ be as in (6.2), for any function $V \in \mathcal{H}$

$$
\begin{align*}
& \kappa_{s} \Lambda_{N, s} \int_{\mathbb{R}^{N}} \frac{|\operatorname{Tr}(V)|^{2}}{|x|^{2 s}} G(\cdot, 0) d x+\frac{1}{16} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|z|^{2} V^{2} G d z \\
& \leq \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla V|^{2} G d z+\frac{N+2-2 s}{4} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V^{2} G d z \tag{6.35}
\end{align*}
$$

Proof. It is enough to prove (6.35) for any $\phi \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}}\right)$. Thanks to [60, Lemma 2.5], for any $\phi \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}}\right)$

$$
\int_{\mathbb{R}^{N}} \frac{\phi(\cdot, 0)^{2}}{|x|^{2 s}} G d x \leq \kappa_{s}^{-1} \Lambda_{N, s}^{-1} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla\left(\phi e^{-\frac{|z|^{2}}{8}}\right)\right|^{2} d z
$$

Then we can follow the proof of Proposition 6.2.1 to conclude that (6.35) holds.
Proposition 6.2 .4 directly implies the following trace result.
Proposition 6.2.5. Let $\operatorname{Tr}$ be the trace operator introduced in (6.9). Then

$$
\operatorname{Tr}(\mathcal{H}) \subseteq L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right)
$$

and $\operatorname{Tr}: \mathcal{H} \rightarrow L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right)$ is a well defined, linear and continuous operator.
Proposition 6.2.6. For $\mu$ being as in (6.2), let us consider the quadratic form

$$
B(V):=\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla V|^{2} G d z-\mu \int_{\mathbb{R}^{N}} \frac{|\operatorname{Tr}(V)|^{2}}{|x|^{2 s}} G(\cdot, 0) d x
$$

for any $V \in \mathcal{H}$. Then

$$
\inf _{V \in \mathcal{H} \backslash\{0\}} \frac{B(V)+\frac{N+2-2 s}{4} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V^{2} G d z}{\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla V|^{2} G d z+\frac{N+2-2 s}{4} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V^{2} G d z}>0 .
$$

Proof. We argue by contradiction assuming that, for any $\epsilon \in(0,1)$, there exists $V_{\epsilon} \in \mathcal{H}$ such that

$$
\begin{align*}
& \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla V_{\epsilon}\right|^{2} G d z-\mu \int_{\mathbb{R}^{N}} \frac{\left|\operatorname{Tr}\left(V_{\epsilon}\right)\right|^{2}}{|x|^{2 s}} G d x+\frac{N+2-2 s}{4} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V_{\epsilon}^{2} G d z \\
& <\epsilon\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla V_{\epsilon}\right|^{2} G d z+\frac{N+2-2 s}{4} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V_{\epsilon}^{2} G d z\right), \tag{6.36}
\end{align*}
$$

i.e.

$$
-\frac{\mu}{1-\epsilon} \int_{\mathbb{R}^{N}} \frac{\left|\operatorname{Tr}\left(V_{\epsilon}\right)\right|^{2}}{|x|^{2 s}} G d x<-\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla V_{\epsilon}\right|^{2} G d z-\frac{N+2-2 s}{4} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V_{\epsilon}^{2} G d z
$$

Hence by (6.35)

$$
\left(\kappa_{s} \Lambda_{N, s}-\frac{\mu}{1-\epsilon}\right) \int_{\mathbb{R}^{N}} \frac{\left|\operatorname{Tr}\left(V_{\epsilon}\right)\right|^{2}}{|x|^{2 s}} G d x<0
$$

By (6.2), we conclude that, choosing $\epsilon<1$ small enough, $\operatorname{Tr}\left(V_{\epsilon}\right)=0$ thus contradicting (6.36).

Proposition 6.2.7. Let $K>0$. Then there exist a constant $C_{N, s, \mu}>0$ depending only on $N, s, \mu$ and $\bar{T} \in(0, \min \{T, 1\})$, depending only on $N, s, K, \mu$, such that, for every $\tilde{T} \in(0, \bar{T}]$ and any measurable function $f: \mathbb{R}^{N} \times(0, \tilde{T}) \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
|f(x, t)| \leq K\left(1+|x|^{-2 s+\varepsilon}\right) \quad \text { for a.e. } t \in(0, \tilde{T}) \text { and a.e. } x \in \mathbb{R}^{N} \tag{6.37}
\end{equation*}
$$

the following inequality

$$
\begin{align*}
\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla V|^{2} G d z- & \int_{\mathbb{R}^{N}} \\
& \left(\frac{\mu}{|x|^{2 s}}|\operatorname{Tr}(V)|^{2}+t^{s} f(\sqrt{t} x, t)|\operatorname{Tr}(V)|^{2}\right) G(\cdot, 0) d x \\
& +\frac{N+2-2 s}{4} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V^{2} G d z  \tag{6.38}\\
\geq & C_{N, s, \mu}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla V|^{2} G d z+\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V^{2} G d z\right)
\end{align*}
$$

is satisfied for a.e. $t \in(0, \tilde{T})$ and for any $V \in \mathcal{H}$. Furthermore, there exists a constant $C_{N, s}^{\prime}>0$, depending only on $N, s$, such that, for a.e. $t \in(0, \tilde{T})$ and any $V \in \mathcal{H}$,

$$
\begin{align*}
\int_{\mathbb{R}^{N}} t^{s} \mid f(\sqrt{t} x, t) \| & \left.\operatorname{Tr}(V)\right|^{2} G(\cdot, 0) d x \\
\leq & K C_{N, s}^{\prime}\left(t^{s}+t^{\frac{\epsilon}{2}}\right)\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla V|^{2} G d z+\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V^{2} G d z\right) \tag{6.39}
\end{align*}
$$

Proof. Thanks to (6.37), for any $V \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}}\right)$ and a.e. $t \in(0, \tilde{T})$,

$$
\begin{array}{rl}
\mid \int_{\mathbb{R}^{N}} & f(\sqrt{t} x, t)|\phi(x, 0)|^{2} G(x, 0) d x \mid \\
\leq & K \int_{\mathbb{R}^{N}}|\phi(x, 0)|^{2} G(x, 0) d x+K t^{-s+\frac{\varepsilon}{2}} \int_{\mathbb{R}^{N}}|x|^{-2 s+\varepsilon}|\phi(x, 0)|^{2} G(x, 0) d x \\
\leq & K \int_{\mathbb{R}^{N}}|\phi(x, 0)|^{2} G(x, 0) d x+K t^{-s+\frac{\varepsilon}{2}} \int_{\{|x| \geq 1\}}|\phi(x, 0)|^{2} G(x, 0) d x \\
& \quad+K t^{-s+\frac{\varepsilon}{2}} \int_{\{|x| \leq 1\}} \frac{|\phi(x, 0)|^{2}}{|x|^{2 s}} G(x, 0) d x \\
& =\frac{K}{t^{s}}\left(t^{s}+t^{\frac{\varepsilon}{2}}\right) \int_{\mathbb{R}^{N}}|\phi(x, 0)|^{2} G(x, 0) d x+K t^{-s+\frac{\varepsilon}{2}} \int_{\mathbb{R}^{N}} \frac{|\phi(x, 0)|^{2}}{|x|^{2 s}} G(x, 0) d x .
\end{array}
$$

Then, in view of (6.33), (6.35), a density argument implies (6.39). From Proposition 6.2.6 and (6.39), choosing $\bar{T}$ small enough, we deduce (6.38).

Proposition 6.2.8. There exists a constant $C_{N, s}^{\prime \prime}>0$, depending only on $N$ and $s$, such that, for any $\rho \in L^{\frac{N}{2 s}}\left(\mathbb{R}^{N}\right)$ and $V \in \mathcal{H}$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\rho\left\|\left.\operatorname{Tr}(V)\right|^{2} G(\cdot, 0) d x \leq C_{N, s}^{\prime \prime}\right\| \rho\left\|_{L^{\frac{N}{2 s}\left(\mathbb{R}^{N}\right)}}\right\| V \|_{\mathcal{H}}^{2}\right. \tag{6.40}
\end{equation*}
$$

Proof. By Proposition 6.2 .2 and $(6.9), \operatorname{Tr}(V) \sqrt{G(\cdot, 0)} \in W^{s, 2}\left(\mathbb{R}^{N}\right)$. Hence, thanks to the Fractional Sobolev Embedding Theorem, $\operatorname{Tr}(V) \sqrt{G(\cdot, 0)} \in L^{\frac{2 N}{N-2 s}}\left(\mathbb{R}^{N}\right)$ and there exists a constant $S_{N, s}>0$, which depends only on $N$ and $s$, such that

$$
\|\operatorname{Tr}(V) \sqrt{G(\cdot, 0)}\|_{L^{\frac{2 N}{N-2 s}\left(\mathbb{R}^{N}\right)}} \leq S_{N, s}\|\operatorname{Tr}(V) \sqrt{G(\cdot, 0)}\|_{W^{s, 2}\left(\mathbb{R}^{N}\right)}
$$

Furthermore, by the Holdër inequality,

$$
\int_{\mathbb{R}^{N}}\left|\rho\left\|\left.\operatorname{Tr}(V)\right|^{2} G(\cdot, 0) d x \leq\right\| \rho\left\|_{L^{\frac{N}{2 s}\left(\mathbb{R}^{N}\right)}}\right\| \operatorname{Tr}(V) \sqrt{G(\cdot, 0)} \|_{L^{\frac{2 N}{N-2 s}\left(\mathbb{R}^{N}\right)}}^{2}\right.
$$

and so (6.40) follows from (6.9) and (6.32).

### 6.3 An alternative formulation in Gaussian spaces

In this section we present an alternative formulation of (6.11) and a regularity result. Henceforth, for the sake of simplicity, we will assume that $t_{0}=0$; this is not restrictive up to a translation. We deal with the backward version of (6.10) which is completely equivalent to (6.10). Let

$$
\begin{align*}
& h(x, t):=g(x,-t) \quad \text { for any } t \in(0, T) \text { and a.e. } x \in \mathbb{R}^{N}  \tag{6.41}\\
& U(z, t):=W(z,-t) \text { for a.e. } t \in(0, T) \text { and } z \in \mathbb{R}_{+}^{N+1}  \tag{6.42}\\
& u:=\operatorname{Tr}(U) \tag{6.43}
\end{align*}
$$

Then $U \in L^{2}\left(\mathbb{R}, H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)\right)$ and $U$ weakly solves

$$
\begin{cases}y^{1-2 s} U_{t}+\operatorname{div}\left(y^{1-2 s} \nabla U\right)=0, & \text { in } \mathbb{R}_{+}^{N+1} \times(0, T)  \tag{6.44}\\ \operatorname{Tr}(U(\cdot, t))=u(\cdot, t), & \text { on } \mathbb{R}^{N}, \text { for a.e. } t \in(0, T) \\ -\lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial U}{\partial y}=\frac{\mu}{|x|^{2 s}} u+h u & \text { on } \mathbb{R}^{N} \times(0, T)\end{cases}
$$

in the sense that

$$
\begin{align*}
& \int_{0}^{T}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} U \phi_{t} d z\right) d t \\
& \quad=-\int_{0}^{T}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla U \cdot \nabla \phi d z\right) d t+\int_{0}^{T}\left(\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} u \phi+h u \phi\right) d x\right) d t \tag{6.45}
\end{align*}
$$

for any $\phi \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}} \times(0, T)\right)$, if and only if $W$ is a weak solution to problem (6.10).

Definition 6.3.1. Let $X$ be a Hilbert space and $\left[T_{1}, T_{2}\right] \subset \mathbb{R}$. A function $U \in L^{2}\left(\left(T_{1}, T_{2}\right), X\right)$ has a weak derivative $\Psi \in L^{2}\left(\left(T_{1}, T_{2}\right), X\right)$ if, for any $\phi \in C_{c}^{\infty}\left(\left(T_{1}, T_{2}\right), X\right)$,

$$
\int_{T_{1}}^{T_{2}}\left(U, \phi_{t}\right)_{X} d t=-\int_{T_{1}}^{T_{2}}(\Psi, \phi)_{X} d t
$$

Furthermore we define

$$
H^{1}\left(\left(T_{1}, T_{2}\right), X\right):=\left\{U \in L^{2}\left(\left(T_{1}, T_{2}\right), X\right): U \text { has a weak derivative } \Psi \in L^{2}\left(\left(T_{1}, T_{2}\right), X\right)\right\}
$$

Let $\left(X, L, X^{*}\right)$ be a Hilbert triplet. Thanks to the Riesz isomorphism, the property that $U \in L^{2}\left(\left(T_{1}, T_{2}\right), X^{*}\right)$ has a weak derivative $\Psi \in L^{2}\left(\left(T_{1}, T_{2}\right), X^{*}\right)$ can be rephrased equivalently as

$$
\int_{T_{1}}^{T_{2}} X^{*}\left\langle U(t), \phi_{t}(t)\right\rangle_{X} d t=-\int_{T_{1}}^{T_{2}} X^{*}\langle\Psi(t), \phi(t)\rangle_{X} d t
$$

for any $\phi \in C_{c}^{\infty}\left(\left(T_{1}, T_{2}\right), X\right)$. Then the property that a function $U \in L^{2}\left(\left(T_{1}, T_{2}\right), X\right)$ has a weak derivative $\Psi \in L^{2}\left(\left(T_{1}, T_{2}\right), X^{*}\right)$ is equivalent to the fact that

$$
\begin{equation*}
\int_{T_{1}}^{T_{2}}\left(U(t), \phi_{t}(t)\right)_{L} d t=-\int_{T_{1}}^{T_{2}} X^{*}\langle\Psi(t), \phi(t)\rangle_{X} d t \tag{6.46}
\end{equation*}
$$

for any $\phi \in C_{c}^{\infty}\left(\left(T_{1}, T_{2}\right), X\right)$.
For any $U \in L^{2}\left(\mathbb{R}, H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)\right)$ satisfying (6.45), let us consider the function

$$
\begin{equation*}
V(z, t):=U(\sqrt{t} z, t) \tag{6.47}
\end{equation*}
$$

By a density argument, we can easily verify that

$$
v(\cdot, t):=\operatorname{Tr}(U(\sqrt{t} \cdot, t))=u(\sqrt{t} \cdot, t)
$$

In Proposition 6.3.2 below, we derive the weak formulation of the problem solved by $V$.
Proposition 6.3.2. Let $U \in L^{2}\left(\mathbb{R}, H^{1}\left(\mathbb{R}_{+}^{N+1}, y^{1-2 s}\right)\right)$ be a solution of (6.45). Then, letting $V$ be as in (6.47),

$$
\begin{equation*}
V \in L^{2}((\tau, T), \mathcal{H}), \quad V_{t} \in L^{2}\left((\tau, T), \mathcal{H}^{*}\right) \quad \text { for any } \tau \in(0, T) \tag{6.48}
\end{equation*}
$$

and

$$
\begin{align*}
\mathcal{H}^{*}\left\langle V_{t}, \phi\right\rangle_{\mathcal{H}}=\frac{1}{t} & \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla V \cdot \nabla \phi G d z \\
& -\frac{1}{t} \int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v(x, t) \phi(x, 0)+t^{s} h(\sqrt{t} x, t) v(x, t) \phi(x, 0)\right) G(x, 0) d x \tag{6.49}
\end{align*}
$$

for any $\phi \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}}\right)$ and for a.e. $t \in(0, T)$.
Proof. Let $\phi \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}} \times(0, T)\right)$. Testing (6.45) with $\phi G_{s}$ we obtain

$$
\begin{gathered}
\int_{0}^{T}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} U \phi\left[-\frac{N+2-2 s}{2 t}+\frac{|z|^{2}}{4 t^{2}}\right] G_{s} d z\right) d t+\int_{0}^{T}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} U \phi_{t} G_{s} d z\right) d t \\
\quad=\int_{0}^{T}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla U \cdot \frac{z}{2 t} \phi G_{s} d z\right) d t-\int_{0}^{T}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla U \cdot \nabla \phi G_{s} d z\right) d t \\
\quad+\int_{0}^{T}\left(\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} u(x) \phi(x, 0, t)+h(x, t) u(x) \phi(x, 0, t)\right) G_{s}(x, 0, t) d x\right) d t
\end{gathered}
$$

Let $\tilde{\phi}(z, t):=\phi(\sqrt{t} z, t)$. Then the change of variables $z=\sqrt{t} z^{\prime}$ yields

$$
\begin{align*}
& \int_{0}^{T}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V \tilde{\phi}\right. {\left.\left[-\frac{N+2-2 s}{2 t}+\frac{|z|^{2}}{4 t}\right] G d z\right) d t } \\
&+\int_{0}^{T}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V\left[\tilde{\phi}_{t}-\nabla \tilde{\phi} \cdot \frac{z}{2 t}\right] G d z\right) d t \\
&=\int_{0}^{T}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla V \cdot \frac{z}{2 t} \tilde{\phi} G d z\right) d t-\int_{0}^{T} \frac{1}{t}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla V \cdot \nabla \tilde{\phi} G d z\right) d t \\
& \quad+ \int_{0}^{T} \frac{1}{t}\left(\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v \tilde{\phi}(x, 0, t)+t^{s} h(\sqrt{t} x, t) v \tilde{\phi}(x, 0, t)\right) G d x\right) d t \tag{6.50}
\end{align*}
$$

for any $\tilde{\phi} \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}} \times(0, T)\right)$, where $V$ is defined in (6.47).
Let $\mathbb{R}_{\delta}^{N+1}$ be as in (6.31) for any $\delta>0$. Then, by the Dominated Convergence Theorem,

$$
\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V(\nabla \tilde{\phi} \cdot z) G d z=\lim _{\delta \rightarrow 0^{+}} \int_{\mathbb{R}_{\delta}^{N+1}} y^{1-2 s} V(\nabla \tilde{\phi} \cdot z) G d z .
$$

Furthermore, since

$$
\operatorname{div}\left(y^{1-2 s} V \tilde{\phi} G z\right)=y^{1-2 s}\left[(N+2-2 s) V \tilde{\phi}+(\nabla V \cdot z) \tilde{\phi}+V(\nabla \tilde{\phi} \cdot z)-V \tilde{\phi} \frac{|z|^{2}}{2}\right] G,
$$

an integration by parts on $\mathbb{R}_{\delta}^{N+1}$ yields

$$
\begin{align*}
\int_{\mathbb{R}_{\delta}^{N+1}} y^{1-2 s} V(\nabla \tilde{\phi} \cdot z) G d z=-(N+2-2 s) & \int_{\mathbb{R}_{\delta}^{N+1}} y^{1-2 s} V \tilde{\phi} G d z \\
-\int_{\mathbb{R}_{\delta}^{N+1}} y^{1-2 s}(\nabla V \cdot z) \tilde{\phi} G d z & +\int_{\mathbb{R}_{\delta}^{N+1}} y^{1-2 s} V \tilde{\phi} \frac{|z|^{2}}{2} G d z \\
& -\delta^{2-2 s} \int_{\mathbb{R}^{N}} V(x, \delta, t) \tilde{\phi}(x, \delta, t) G(x, \delta) d x . \tag{6.51}
\end{align*}
$$

We claim that

$$
\begin{equation*}
\liminf _{\delta \rightarrow 0^{+}} \delta^{2-2 s} \int_{\mathbb{R}^{N}} V(x, \delta, t) \tilde{\phi}(x, \delta, t) G(x, \delta) d x=0 \tag{6.52}
\end{equation*}
$$

To prove (6.52) we argue by contradiction. If (6.52) does not hold, then there exists a constant $C>0$ and $\bar{\delta} \in(0,+\infty)$ such that

$$
\delta^{1-2 s} \int_{\mathbb{R}^{N}} V(x, \delta, t) \tilde{\phi}(x, \delta, t) G(x \delta) d x>\frac{C}{\delta}
$$

for any $\delta \in(0, \bar{\delta})$. Integrating on $(0, \bar{\delta})$, we obtain, thanks to the Fubini-Tonelli Theorem,

$$
+\infty>\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V \tilde{\phi} G d z \geq \int_{0}^{\bar{\delta}}\left(\int_{\mathbb{R}^{N}} y^{1-2 s} V \tilde{\phi} G d x\right) d y \geq C \int_{0}^{\bar{\delta}} \frac{1}{y} d y=+\infty,
$$

which is a contradiction. Hence there exists a sequence $\delta_{n} \rightarrow 0^{+}$such that, passing to the limit as $\delta=\delta_{n}$ and $n \rightarrow \infty$ in (6.51), we obtain that, for a.e. $t \in(0, T)$,

$$
\begin{align*}
\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V(\nabla \tilde{\phi} \cdot z) G d z= & -(N+2-2 s) \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V \tilde{\phi} G d z \\
& -\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}(\nabla V \cdot z) \tilde{\phi} G d z+\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V \tilde{\phi} \frac{\left.\tilde{z}\right|^{2}}{2} G d z \tag{6.53}
\end{align*}
$$

Putting together (6.50) and (6.53), we conclude that

$$
\begin{aligned}
& \int_{0}^{T}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V \tilde{\phi}_{t} d z\right) d t=-\int_{0}^{T}\left(\frac{1}{t} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla V \cdot \nabla \tilde{\phi} G d z\right) d t \\
& \quad+\int_{0}^{T}\left(\frac{1}{t} \int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v(x, t) \tilde{\phi}(x, 0, t)+t^{s} h(\sqrt{t} x, t) v(x, t) \tilde{\phi}(x, 0, t)\right) G(x, 0) d x\right) d t
\end{aligned}
$$

The integrand at the right hand side of the above equation belongs to $\mathcal{H}^{*}$ as a function of $\tilde{\phi}$ for a.e. $t \in(\tau, T)$ in view of $(6.4),(6.33),(6.35),(6.41)$ and the Hölder inequality. Hence, in view of (6.46), we conclude that (6.48) and (6.49) are satisfied.

Remark 6.3.3. From the theory of abstract parabolic equations, see for example [99, Theorem 8.60] and [44, Theorem 1, p. 473, Theorem 2, p. 477], if $V$ satisfies (6.48), then

$$
\begin{aligned}
& V \in C^{0}([\tau, T], \mathcal{L}), \text { for any } \tau \in(0, T), \\
& t \rightarrow\|V(\cdot, t)\|_{\mathcal{L}}^{2} \text { is absolutely continuous on }[\tau, T] \text { for any } \tau \in(0, T), \\
& \mathcal{H}^{*}\left\langle V_{t}(\cdot, t), V(\cdot, t)\right\rangle_{\mathcal{H}}=\frac{1}{2} \frac{d}{d t}\|V(\cdot, t)\|_{\mathcal{L}}^{2}=\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V^{2} G d z
\end{aligned}
$$

in a distributional sense and for a.e. $t \in(0, T)$. More in general, if $V, W$ satisfies (6.48), then

$$
\begin{aligned}
& t \rightarrow(V(\cdot, t), W(\cdot, t))_{\mathcal{L}} \text { is absolutely continuous on }[\tau, T] \text { for any } \tau \in(0, T), \\
& \mathcal{H}^{*}\left\langle V_{t}(\cdot, t), W(\cdot, t)\right\rangle_{\mathcal{H}}+{ }_{\mathcal{H}^{*}}\left\langle W_{t}(\cdot, t), V(\cdot, t)\right\rangle_{\mathcal{H}}=\frac{d}{d t}(V(\cdot, t), W(\cdot, t))_{\mathcal{L}}
\end{aligned}
$$

in a distributional sense and for a.e. $t \in(0, T)$.
Proposition 6.3.4. Let $(\widetilde{\operatorname{Tr}} U)(\cdot, t):=\operatorname{Tr}(U(\cdot, t))$ for any $U \in H^{1}((0, T), \mathcal{H})$. Then

$$
\widetilde{\operatorname{Tr}}: H^{1}((0, T), \mathcal{H}) \rightarrow H^{1}\left((0, T), L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G\right)\right)
$$

is a linear and continuous trace operator such that

$$
(\widetilde{\operatorname{Tr}}(U))_{t}(\cdot, t)=\operatorname{Tr}\left(U_{t}(\cdot, t)\right), \text { for any } U \in H^{1}((0, T), \mathcal{H}) \text { and a.e. } t \in(0, T)
$$

Proof. In view of (6.35) we have that $\widetilde{\operatorname{Tr}}(U) \in L^{2}\left((0, T), L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right)\right)$. Furthermore, there exists a sequence $\left\{U_{n}\right\}_{n \in \mathbb{N}} \subset C^{\infty}([0, T], \mathcal{H})$ such that $U_{n} \rightarrow U$ as $n \rightarrow \infty$ in $H^{1}((0, T), \mathcal{H})$ thanks to [87, Lemma 2.5.6.].

Let us prove that $\widetilde{\operatorname{Tr}}\left(U_{n}\right) \in C^{1}\left([0, T], L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right)\right)$ and that

$$
\left(\widetilde{\operatorname{Tr}}\left(U_{n}\right)\right)_{t}(\cdot, t)=\operatorname{Tr}\left(\left(U_{n}\right)_{t}(\cdot, t)\right) \quad \text { for any } t \in(0, T)
$$

We start by showing that the incremental ratio of $\widetilde{\operatorname{Tr}}\left(U_{n}\right)(\cdot, t)$ tends to $\operatorname{Tr}\left(\left(U_{n}\right)_{t}(\cdot, t)\right)$ strongly in $L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right)$ for any $t \in(0, T)$. Let $t \in(0, T)$ and $h \in \mathbb{R}$ be such that $|h| \leq$ $\min \{t, T-t\}$. Then, by definition of $\widetilde{T}$ and linearity,

$$
\begin{aligned}
\left.\int_{\mathbb{R}^{N}} \frac{G(x, 0)}{|x|^{2 s}} \right\rvert\, & \left(\frac{\widetilde{\operatorname{Tr}}\left(U_{n}\right)(\cdot, t+h)-\widetilde{\operatorname{Tr}}\left(U_{n}\right)(\cdot, t)}{h}\right)-\left.\widetilde{\operatorname{Tr}}\left(\left(U_{n}\right)_{t}(\cdot, t)\right)\right|^{2} d x \\
= & \int_{\mathbb{R}^{N}} \frac{G(x, 0)}{|x|^{2 s}}\left|\operatorname{Tr}\left(\frac{U_{n}(\cdot, t+h)-U_{n}(\cdot, t)}{h}-\left(U_{n}\right)_{t}(\cdot, t)\right)\right|^{2} d x \\
& \leq \text { const }\left\|\frac{U_{n}(\cdot, t+h)-U_{n}(\cdot, t)}{h}-\left(U_{n}\right)_{t}(\cdot, t)\right\|_{\mathcal{H}}^{2} \rightarrow 0
\end{aligned}
$$

as $h \rightarrow 0^{+}$, in view of (6.35).
In the same way we can show that $\left(\widetilde{T}\left(U_{n}\right)\right)_{t} \in C^{0}\left([0, T], L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right)\right)$. It follows that, taking the limit of the incremental ratio,

$$
\begin{aligned}
& \frac{d}{d t}\left(\widetilde{\operatorname{Tr}}\left(U_{n}\right), \phi\right)_{L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right)} \\
& \quad=\left(\operatorname{Tr}\left(\left(U_{n}\right)_{t}\right), \phi\right)_{L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right)}+\left(\widetilde{\operatorname{Tr}}\left(U_{n}\right), \phi_{t}\right)_{L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right)}
\end{aligned}
$$

for any function $\phi \in C_{c}^{\infty}\left((0, T), L^{2}\left(\mathbb{R}^{N},|x|^{-2 s} G(x, 0)\right)\right)$.
Then, for any test function $\left.\phi \in C_{c}^{\infty}\left((0, T), L^{2}\left(\mathbb{R}^{N},|x|^{-2 s}\right) G(x, 0)\right)\right)$,

$$
\begin{aligned}
& \int_{0}^{T}\left(\int_{\mathbb{R}^{N}} \frac{\widetilde{\operatorname{Tr}}(U)}{|x|^{2 s}} \phi_{t} G(x, 0) d x\right) d t=\lim _{n \rightarrow \infty} \int_{0}^{T}\left(\int_{\mathbb{R}^{N}} \frac{\widetilde{\operatorname{Tr}}\left(U_{n}\right)}{|x|^{2 s}} \phi_{t} G(x, 0) d x\right) d t \\
& \quad=-\lim _{n \rightarrow \infty} \int_{0}^{T}\left(\int_{\mathbb{R}^{N}} \frac{\operatorname{Tr}\left(\left(U_{n}\right)_{t}\right)}{|x|^{2 s}} \phi G(x, 0) d x\right) d t=\int_{0}^{T}\left(\int_{\mathbb{R}^{N}} \frac{\operatorname{Tr}\left(U_{t}\right)}{|x|^{2 s}} \phi G(x, 0) d x\right) d t .
\end{aligned}
$$

We conclude that there exists the weak derivative with respect to $t$ of $\widetilde{\operatorname{Tr}}(U)$ and that

$$
(\widetilde{\operatorname{Tr}}(U))_{t}(\cdot, t)=\operatorname{Tr}\left(U_{t}(\cdot, t)\right) \text { for a.e. } t \in(0, T) .
$$

The continuity of the operator follows from (6.35).
Remark 6.3.5. The natural embedding

$$
I: \mathcal{L} \rightarrow \mathcal{H}^{*}, \quad I(V)(W):=\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V W G d z
$$

is linear, continuous and injective. With a slight abuse of notation, we will identify $\mathcal{L}$ and $I(\mathcal{L})$.
Proposition 6.3.6. For $K>0$, let $\bar{T} \in(0, \min \{T, 1\})$ depending on $K$ be as in Proposition 6.2.7. Let $\tilde{T} \in(0, \bar{T}]$ and $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{N} \times(0, \tilde{T})\right)$ be such that

$$
\begin{equation*}
|f(x, t)|+|\nabla f(x, t) \cdot x| \leq K\left(1+|x|^{-2 s+\varepsilon}\right) \text { for a.e. } t \in(0, \tilde{T}) \text { and a.e. } x \in \mathbb{R}^{N} \text {, } \tag{6.54}
\end{equation*}
$$ $f_{t} \in L_{\text {loc }}^{\infty}\left((0, \tilde{T}), L^{\frac{N}{2 s}}\left(\mathbb{R}^{N}\right)\right)$.

If $\tau \in(0, \tilde{T}), V \in L^{2}((\tau, \tilde{T}), \mathcal{H}), V_{t} \in L^{2}\left((\tau, \tilde{T}), \mathcal{H}^{*}\right), V(\cdot, \tilde{T}) \in \mathcal{H}$, and $V$ is a solution of (6.49) with $h=f$, then $V_{t} \in L^{2}((\tau, \tilde{T}), \mathcal{L})$ in the sense of Remark 6.3.5.

Proof. For all $t \in(0, \tilde{T})$, let us consider the linear map

$$
\begin{aligned}
& A_{t}: \mathcal{H} \rightarrow \mathcal{H}^{*}, \\
& \mathcal{H}_{*}\left\langle A_{t}(V), \phi\right\rangle_{\mathcal{H}}:=\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla V \cdot \nabla \phi G d z \\
& -\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} \operatorname{Tr}(V) \operatorname{Tr}(\phi)+t^{s} f(\sqrt{t} x, t) \operatorname{Tr}(V) \operatorname{Tr}(\phi)\right) G d x \quad \text { for any } \phi, V \in \mathcal{H} .
\end{aligned}
$$

In view of (6.54), the Hölder inequality, (6.33) and (6.35), $A_{t}$ is well defined and continuous. From standard techniques in the theory of parabolic equations, see for example [57], the Faedo-Galerkin method provides a sequence of functions $\left\{V_{n}\right\}_{n \in \mathbb{N}}$ such that:

$$
\begin{align*}
& V_{n} \in L^{2}((\tau, \tilde{T}), \mathcal{H}) \text { for any } n \in \mathbb{N}, \\
& V_{n} \rightharpoonup V \text { weakly in } L^{2}((\tau, \tilde{T}), \mathcal{H}) \text { as } n \rightarrow \infty,  \tag{6.55}\\
& \left(V_{n}\right)_{t} \in L^{2}((\tau, \tilde{T}), \mathcal{H}) \text { for any } n \in \mathbb{N}, \\
& \left(V_{n}\right)_{t} \rightharpoonup V_{t} \text { weakly in } L^{2}\left((\tau, \tilde{T}), \mathcal{H}^{*}\right) \text { as } n \rightarrow \infty,  \tag{6.56}\\
& V_{n}(\cdot, \tilde{T}) \rightarrow V(\cdot, \tilde{T}) \text { strongly in } \mathcal{H} \text { as } n \rightarrow \infty, \\
& \left\{V_{n}\right\}_{n \in \mathbb{N}} \text { is bounded in } C([\tau, \tilde{T}], \mathcal{L}) . \tag{6.57}
\end{align*}
$$

For any $n \in \mathbb{N}$, the function $V_{n}$ belongs to $H^{1}\left((\tau, \tilde{T}), W_{n}\right)$ and solves, for a.e. $t \in(0, \tilde{T})$,

$$
\begin{align*}
t \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left(V_{n}\right)_{t} \phi G d z & =\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla V_{n} \cdot \nabla \phi G d z \\
& \quad-\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} \operatorname{Tr}\left(V_{n}\right) \operatorname{Tr}(\phi)+t^{s} f(\sqrt{t} x, t) \operatorname{Tr}\left(V_{n}\right) \operatorname{Tr}(\phi)\right) G(x, 0) d x \tag{6.58}
\end{align*}
$$

for any $\phi \in W_{n} \subset \mathcal{H}$, where $W_{n}$ is a suitable finite dimensional subspace of $\mathcal{H}$. Testing (6.58) with $\left(V_{n}\right)_{t}$ and integrating with respects to $t$ on $(\tau, \tilde{T})$, we obtain that

$$
\begin{aligned}
& \int_{\tau}^{\tilde{T}} t\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\left(V_{n}\right)_{t}\right|^{2} G d z\right) d t=\int_{\tau}^{\tilde{T}} \mathcal{H}_{*}\left\langle A_{t}\left(V_{n}\right),\left(V_{n}\right)_{t}\right\rangle_{\mathcal{H}} d t \\
&=\frac{1}{2} \mathcal{H}_{*}\left\langle A_{\tilde{T}}\left(V_{n}\right)(\tilde{T}), V_{n}(\tilde{T})\right\rangle_{\mathcal{H}}-\frac{1}{2} \mathcal{H}_{*}\left\langle A_{\tau}\left(V_{n}\right)(\tau), V_{n}(\tau)\right\rangle_{\mathcal{H}} \\
&+ \frac{1}{2} \int_{\tau}^{\tilde{T}}\left(\int_{\mathbb{R}^{N}}\left[s t^{s-1} f(\sqrt{t} x, t)+\frac{1}{2} t^{s-\frac{1}{2}} \nabla f(\sqrt{t} x, t) \cdot x+t^{s} f_{t}(\sqrt{t} x, t)\right]\left|\operatorname{Tr}\left(V_{n}\right)\right|^{2} G(\cdot, 0) d x\right) d t
\end{aligned}
$$

thanks to Proposition 6.3.4. For a.e. $t \in(\tau, \tilde{T})$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|s t^{s-1} f(\sqrt{t} x, t)+\frac{1}{2} t^{s-\frac{1}{2}} \nabla f(\sqrt{t} x, t) \cdot x\right|\left|\operatorname{Tr}\left(V_{n}\right)\right|^{2} G(\cdot, 0) d x \leq \text { const }\left\|V_{n}\right\|_{\mathcal{H}}^{2} \tag{6.59}
\end{equation*}
$$

in view of (6.33), (6.35), and (6.54).
By (6.38), (6.40), (6.55), (6.57), and (6.59), and we conclude that $\left\{\left(V_{n}\right)_{t}\right\}_{n \in \mathbb{N}}$ is bounded in $L^{2}((\tau, \tilde{T}), \mathcal{L})$. Then, up to a subsequence, there exists $W \in L^{2}((\tau, \tilde{T}), \mathcal{L})$ such that

$$
\left(V_{n}\right)_{t} \rightharpoonup W \text { weakly in } L^{2}((\tau, \tilde{T}), \mathcal{L}) .
$$

By (6.56) we conclude that $W=V_{t}$, hence $V_{t} \in L^{2}((\tau, \tilde{T}), \mathcal{L})$.

### 6.4 Spectrum of a weighted Ornstein-Uhlenbeck operator

In this section we prove Proposition 6.1.5. The following compactness result ensures that the point spectrum of (6.12) is discrete.

Proposition 6.4.1. The embedding $i: \mathcal{H} \rightarrow \mathcal{L}, i(V)=V$, is compact.
Proof. Let $\left\{V_{n}\right\}$ be a sequence converging to some $V \in \mathcal{H}$ weakly in $\mathcal{H}$ as $n \rightarrow \infty$. Then by [111, Theorem 19.7], for any $R>0$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{B_{R}^{+}} y^{1-2 s}\left|V-V_{n}\right|^{2} G d z=0 \tag{6.60}
\end{equation*}
$$

Moreover, for any $n \in \mathbb{N}$ and $R>0$, by (6.29),

$$
\begin{align*}
& \int_{\mathbb{R}_{+}^{N+1} \backslash B_{R}^{+}} y^{1-2 s}\left|V-V_{n}\right|^{2} G d z \leq \frac{1}{R^{2}} \int_{\mathbb{R}_{+}^{N+1} \backslash B_{R}^{+}} y^{1-2 s}|z|^{2}\left|V-V_{n}\right|^{2} G d z \\
& \quad \leq \frac{16}{R^{2}} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla\left(V-V_{n}\right)\right|^{2} G d z+\frac{4(N+2-2 s)}{R^{2}} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|V-V_{n}\right|^{2} G d z \tag{6.61}
\end{align*}
$$

Since $\left\{V_{n}\right\}_{n \in \mathbb{N}}$ is bounded in $\mathcal{H}$ we conclude by (6.61) that

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{N+1} \backslash B_{R}^{+}} y^{1-2 s}\left|V-V_{n}\right|^{2} G d z \leq \frac{\text { const }}{R^{2}} \quad \text { for any } R>0 \text { and for any } n \in \mathbb{N} . \tag{6.62}
\end{equation*}
$$

Putting together (6.60) and (6.62) we obtain that $V_{n} \rightarrow V$ strongly in $\mathcal{L}$ as $n \rightarrow+\infty$, thus completing the proof.

Proposition 6.4.2. The eigenvalues of (6.12) form a non-decreasing, diverging sequence $\left\{\gamma_{k}\right\}_{k \in \mathbb{N} \backslash\{0\}}$. Furthermore there exists an orthonormal basis of $\mathcal{L}$ of eigenfunctions of (6.12) whose elements belong to $\mathcal{H}$.

Proof. Let $L: \mathcal{H} \rightarrow \mathcal{H}^{*}$ be defined as

$$
\begin{aligned}
L(V)(\phi):= & \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla U \cdot \nabla \phi G d z \\
& -\int_{\mathbb{R}^{N}} \frac{\mu}{|x|^{2 s}} \operatorname{Tr}(U) \operatorname{Tr}(\phi) G d x+\frac{N+2-2 s}{4} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V \phi G d z
\end{aligned}
$$

for any $V, \phi \in \mathcal{H}$. In view of (6.38) in the case $f \equiv 0$, the operator $L$ is coercive. It follows that the operator $T: \mathcal{L} \rightarrow \mathcal{L}$ defined as $T:=L^{-1}$ is well-defined. Since $T$ is also compact in view of Proposition 6.4.1, the conclusion follows from by the Spectral Theorem.

Remark 6.4.3. For any $r>0$, there exists a linear, continuous and compact trace operator

$$
\operatorname{Tr}_{S_{r}^{+}}: \mathcal{H} \rightarrow L^{2}\left(S_{r}^{+}, y^{1-2 s}\right)
$$

Indeed $\mathcal{H} \hookrightarrow H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ since $G>$ const $>0$ on $B_{r}^{+}$; moreover, in view of $[111$, Theorem 19.7] and the Divergence Theorem, one can easily verify that the trace operator from $H^{1}\left(B_{r}^{+}, y^{1-2 s}\right)$ to $L^{2}\left(S_{r}^{+}, y^{1-2 s}\right)$ is compact.

Proof of Proposition 6.1.5. Let $\gamma$ be an eigenvalue of problem (6.12) and $Y$ an associated eigenfunction. Let $\left\{\psi_{k}\right\}_{k \in \mathbb{N} \backslash\{0\}}$ be the orthonormal basis of $L^{2}\left(\mathbb{S}_{+}^{N}, \theta_{N+1}^{1-2 s}\right)$ introduced in Section 6.1. By Remark 6.4.3, for any $r>0$ the function $Y$ admits a trace $\operatorname{Tr}_{S_{r}^{+}}(Y) \in$ $L^{2}\left(S_{r}^{+}, y^{1-2 s}\right)$. By a change of variables $\operatorname{Tr}_{\mathbb{S}_{+}}(Y(r \cdot)) \in L^{2}\left(\mathbb{S}_{+}^{N}, \theta_{N+1}^{1-2 s}\right)$, hence

$$
\operatorname{Tr}_{\mathbb{S}_{+}}(Y(r \cdot))=\sum_{k=1}^{\infty} \varphi_{k}(r) \psi_{k}, \quad \text { with } \varphi_{k}(r):=\int_{\mathbb{S}_{+}^{N}} \theta_{N+1}^{1-2 s} \operatorname{Tr}_{\mathbb{S}_{+}}(Y(r \theta)) \psi_{k}(\theta) d S
$$

Since, by classical elliptical regularity theory, $Y \in C_{l o c}^{\infty}\left(\mathbb{R}_{+}^{N+1}\right)$, so writing $z=r \theta$ where $r=|z|$ and $\theta=\frac{z}{|z|}$, we have that $Y(z)=Y(r \theta)=\left.\operatorname{Tr}_{\mathbb{S}_{+}}(Y(r \cdot))\right|_{\theta}=\sum_{k=1}^{\infty} \varphi_{k}(r) \psi_{k}(\theta)$ for any $z=r \theta \in \mathbb{R}_{+}^{N+1}$. Then thanks to [60, Lemma 2.1], (6.12), and (6.16), a direct computation shows that

$$
\begin{equation*}
\varphi_{k}^{\prime \prime}(r)+\left(\frac{N+1-2 s}{r}-\frac{r}{2}\right) \varphi_{k}^{\prime}(r)+\left(\gamma-\frac{\nu_{k}}{r^{2}}\right) \varphi_{k}(r)=0, \quad \text { in }(0,+\infty) \tag{6.63}
\end{equation*}
$$

for any $k \in \mathbb{N} \backslash\{0\}$. Since $Y \in \mathcal{H}$

$$
\begin{align*}
& +\infty>\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \frac{Y^{2}}{|z|^{2}} e^{-\frac{|z|^{2}}{4}} d z=\int_{0}^{\infty} r^{N-1-2 s} e^{-\frac{r^{2}}{4}}\left(\int_{\mathbb{S}_{+}^{N}} \theta_{N+1}^{1-2 s} Y^{2}(r \theta) d S\right) d r \\
& =\int_{0}^{\infty} r^{N-1-2 s} e^{-\frac{r^{2}}{4}}\left(\sum_{k=1}^{\infty} \varphi_{k}^{2}(r)\right) d r \geq \int_{0}^{\infty} r^{N-1-2 s} e^{-\frac{r^{2}}{4}} \varphi_{k}^{2}(r) d r \tag{6.64}
\end{align*}
$$

for any $k \in \mathbb{N} \backslash\{0\}$, thanks to Plancherel's identity and (6.29). Analogously

$$
\begin{equation*}
+\infty>\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} Y^{2} e^{-\frac{|z|^{2}}{4}} d z \geq \int_{0}^{\infty} r^{N+1-2 s} e^{-\frac{r^{2}}{4}} \varphi_{k}^{2}(r) d r \tag{6.65}
\end{equation*}
$$

for any $k \in \mathbb{N} \backslash\{0\}$. Furthermore, letting

$$
w_{k}(t):=(4 t)^{\frac{\alpha_{k}}{2}} \varphi_{k}(2 \sqrt{t}) \quad \text { for any } t \in(0, \infty)
$$

(6.63) and a direct computation imply that $w_{k}$ solves

$$
\begin{equation*}
t w_{k}^{\prime \prime}(t)+\left(\frac{N+2-2 s}{2}-\alpha_{k}-t\right) w_{k}^{\prime}(t)+\left(\frac{\alpha_{k}}{2}+\gamma\right) w_{k}(t) \quad \text { in }(0, \infty) \tag{6.66}
\end{equation*}
$$

Equation (6.66) is the well-known Kummer Confluent Hypergeometric Equation,

$$
\begin{equation*}
t w_{k}^{\prime \prime}(t)+(b-t) w_{k}^{\prime}(t)-c w_{k}(t) \quad \text { in }(0, \infty) \tag{6.67}
\end{equation*}
$$

with parameters $b=\left(\frac{N+2-2 s}{2}-\alpha_{k}\right)>1$, by (6.17) and (6.19), and $c=-\left(\frac{\alpha_{k}}{2}+\gamma\right)$, see [11] or [103]. Then the solution $w_{k}$ can be written as

$$
w_{k}(t)=A_{k} M\left(-\frac{\alpha_{k}}{2}-\gamma, \frac{N+2-2 s}{2}-\alpha_{k}, t\right)+B_{k} T\left(-\frac{\alpha_{k}}{2}-\gamma, \frac{N+2-2 s}{2}-\alpha_{k}, t\right)
$$

with $A_{k}, B_{k} \in \mathbb{R}$, where $M(c, b, t)$ denotes the Kummer function and $T(c, b, t)$ denotes the Tricomi function; $M(c, b, t)$ and $T(c, b, t)$ are linearly independent solutions of (6.67) (see [11] or [103]). Furthermore from [11]

$$
\begin{equation*}
T\left(-\frac{\alpha_{k}}{2}-\gamma, \frac{N+2-2 s}{2}-\alpha_{k}, t\right) \sim \operatorname{const} t^{1-\frac{N+2-2 s}{2}+\alpha_{k}} \quad \text { as } t \rightarrow 0^{+} \tag{6.68}
\end{equation*}
$$

where the constant in (6.68) depends only on $s, \alpha_{k}, N, \gamma$ and is different from 0 . We recall the following expression for the Kummer function:

$$
M(c, b, t)=\sum_{n=0}^{\infty} \frac{(c)_{n}}{(b)_{n}} \frac{t^{n}}{n!},
$$

where $(\cdot)_{n}$ is the Pochhammer's symbol defined in (6.20). It is clear that $M(c, b, t)$ has a finite limit as $t \rightarrow 0^{+}$, while its asymptotic behaviour at $+\infty$ depends on the parameter $c$. Then, for any $k \in \mathbb{N} \backslash\{0\}$, if $B_{k} \neq 0$

$$
w_{k}(t) \sim \operatorname{const} B_{k} t^{1-\frac{N+2-2 s}{2}+\alpha_{k}} \quad \text { as } t \rightarrow 0^{+}
$$

for some const $\neq 0$, and so

$$
\varphi_{k}(r) \sim B_{k} \text { const } r^{-N+2 s+\alpha_{k}} \quad \text { as } r \rightarrow 0^{+} .
$$

From (6.64) we deduce that necessarily $B_{k}=0$ for any $k \in \mathbb{N} \backslash\{0\}$. Hence

$$
\begin{equation*}
w_{k}(t)=A_{k} M\left(-\frac{\alpha_{k}}{2}-\gamma, \frac{N+2-2 s}{2}-\alpha_{k}, t\right) \tag{6.69}
\end{equation*}
$$

Moreover, if $\left(\frac{\alpha_{k}}{2}+\gamma\right) \notin \mathbb{N}$, then

$$
\begin{equation*}
M\left(-\frac{\alpha_{k}}{2}-\gamma, \frac{N+2-2 s}{2}-\alpha_{k}, t\right) \sim \operatorname{const} e^{t} t^{\frac{\alpha_{k}}{2}-\gamma-\frac{N}{2}-1+s} \quad \text { as } t \rightarrow+\infty \tag{6.70}
\end{equation*}
$$

for some const $\neq 0$, see [11]. From (6.69) and (6.70) it follows that

$$
\varphi_{k}(r) \sim A_{k} \text { const } e^{\frac{r^{2}}{4}} r^{-2 \gamma-N-2+2 s} \quad \text { as } r \rightarrow+\infty
$$

and hence necessarily $A_{k}=0$ for any $k \in \mathbb{N} \backslash\{0\}$ in view of (6.65). In conclusion, if $\gamma$ is an eigenvalue of (6.12), then there exists $k \in \mathbb{N} \backslash\{0\}$ such that $\left(\frac{\alpha_{k}}{2}+\gamma\right) \in \mathbb{N}$.

On the other hand, for any $m \in \mathbb{N}$ and $k \in \mathbb{N} \backslash\{0\}$, letting $Y_{m, k}$ be as in (6.18), a direct computation shows that $Y_{m, k}$ is a solution of (6.12) with $\gamma:=m-\frac{\alpha_{k}}{2}$, by [60, Lemma 2.1], and (6.16). Hence $\left(m-\frac{\alpha_{k}}{2}\right)$ is an eigenvalue of (6.12).

From the well-known correspondence between Kummer functions and the generalized Laguerre polynomials $L_{n}^{a}$, we have that $P_{j, n}(t)=\binom{n+a_{j}}{n}^{-1} L_{n}^{a_{j}}(t)$, where $a_{j}=\left(\left(\frac{N-2 s}{2}\right)^{2}+\right.$ $\left.\nu_{j}(\mu)\right)^{1 / 2}$. Then, recalling that $\left\{\psi_{k}\right\}_{k \in \mathbb{N} \backslash\{0\}}$ is an orthonormal basis of $L^{2}\left(\mathbb{S}_{+}^{N}, \theta_{N+1}^{1-2 s}\right)$ and using the orthogonality relation for Laguerre polynomials, it is easy to verify that $Y_{m_{1}, j_{1}}$ is orthogonal to $Y_{m_{2}, j_{2}}$ in $\mathcal{L}$ whenever $\left(m_{1}, j_{1}\right) \neq\left(m_{2}, j_{2}\right)$. Then we conclude that (6.23) is an orthonormal basis of $\mathcal{L}$.

Proposition 6.4.4. Let $Y$ be a solution of (6.12) in the sense of (6.14) such that $\operatorname{Tr}(Y)=0$. Then $Y \equiv 0$ on $\mathbb{R}_{+}^{N+1}$.
Proof. If $\operatorname{Tr}(Y)=0$, by (6.12) we have that $\left(-\lim _{y \rightarrow 0^{+}} y^{1-2 s} \frac{\partial Y}{\partial y}\right)=0$ on $\mathbb{R}^{N}$. Hence the function

$$
\widehat{Y}(x, y)= \begin{cases}Y(x, y), & \text { if } y \geq 0 \\ 0, & \text { if } y<0\end{cases}
$$

belongs to $H_{l o c}^{1}\left(\mathbb{R}^{N+1},|y|^{1-2 s}\right)$ and weakly solves

$$
-\operatorname{div}\left(|y|^{1-2 s} G \nabla \widehat{Y}\right)=\gamma|y|^{1-2 s} G \widehat{Y} \quad \text { in } \mathbb{R}^{N+1}
$$

The unique continuation principle for elliptic equations with Muckenhoupt weights proved in [127] then implies that $\widehat{Y} \equiv 0$ in $\mathbb{R}^{N+1}$, so that $Y \equiv 0$ on $\mathbb{R}_{+}^{N+1}$.

### 6.5 An Almgren-Poon type monotonicity formula

In this section we develop an Almgren-Poon type monotonicity formula for solutions of (6.49). Let $\bar{T}$ be as in Proposition 6.2.7 with $K=C_{g}$ and $C_{g}$ as in (6.4), and

$$
\alpha:=\frac{T}{2(\lfloor T / \bar{T}\rfloor+1)}
$$

where $\lfloor\cdot\rfloor$ denotes the floor function, i.e. $\lfloor x\rfloor=\max \{j \in \mathbb{Z}: j \leq x\}$. It follows that

$$
(0, T)=\bigcup_{i=1}^{k}\left(a_{i}, b_{i}\right)
$$

where

$$
k=2(\lfloor T / \bar{T}\rfloor+1)-1, \quad a_{i}=(i-1) \alpha, \quad \text { and } \quad b_{i}=(i+1) \alpha .
$$

It is clear that $2 \alpha \in(0, \bar{T})$ and $\left(a_{i}, b_{i}\right) \cap\left(a_{i+1}, b_{i+1}\right) \neq \emptyset$. For every $i \in\{1, \ldots, k\}$ we define

$$
\begin{aligned}
& V_{i}(z, t)=U\left(\sqrt{t} z, t+a_{i}\right), \quad z \in \mathbb{R}_{+}^{N+1}, \quad t \in(0,2 \alpha), \\
& v_{i}(x, t)=u\left(\sqrt{t} x, t+a_{i}\right), \quad x \in \mathbb{R}^{N}, \quad t \in(0,2 \alpha),
\end{aligned}
$$

see (6.42) and (6.43). Then $\operatorname{Tr}\left(V_{i}(\cdot, t)\right)=v_{i}(\cdot, t)$ for every $i=1, \ldots, k$ and a.e. $t \in(0,2 \alpha)$.
Remark 6.5.1. Reasoning as in Section 6.3, it is easy to see that, for any $i=1 \ldots, k$, the function $V_{i}$ solves

$$
\begin{align*}
\mathcal{H}^{*}\left\langle\left(V_{i}\right)_{t}, \phi\right\rangle_{\mathcal{H}} & =\frac{1}{t} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla V_{i} \cdot \nabla \phi G d z \\
- & \frac{1}{t} \int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v_{i}(x, t) \phi(x, 0)+t^{s} h\left(\sqrt{t} x, t+a_{i}\right) v_{i}(x, t) \phi(x, 0)\right) G(x, 0) d x, \tag{6.71}
\end{align*}
$$

for any $\phi \in C_{c}^{\infty}\left(\overline{\mathbb{R}^{N+1}}\right)$ and a.e. $t \in(0,2 \alpha)$. Furthermore, by Proposition 6.3.2 $V_{i} \in$ $L^{2}((\tau, 2 \alpha), \mathcal{H})$ and $\left(V_{i}\right)_{t} \in L^{2}\left((\tau, 2 \alpha), \mathcal{H}^{*}\right)$ for any $\tau \in(0,2 \alpha)$.

For any $i=i, \ldots, k$ and $t \in(0,2 \alpha)$, let

$$
H_{i}(t):=\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V_{i}^{2} G d z
$$

and

$$
\begin{equation*}
D_{i}(t):=\frac{1}{t} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla V_{i}\right|^{2} G d z-\frac{1}{t} \int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v_{i}^{2}+t^{s} h\left(\sqrt{t} x, t+a_{i}\right) v_{i}^{2}\right) G(x, 0) d x \tag{6.72}
\end{equation*}
$$

Proposition 6.5.2. For any $i=1, \ldots, k$, we have that $H_{i} \in W_{l o c}^{1,1}(0,2 \alpha)$ and

$$
\begin{equation*}
H_{i}^{\prime}(t)=2_{\mathcal{H}_{t}^{*}}\left\langle\left(V_{i}\right)_{t}, V_{i}\right\rangle_{\mathcal{H}_{t}}=2 D_{i}(t) \tag{6.73}
\end{equation*}
$$

in a distributional sense and a.e. in $(0,2 \alpha)$.
Proof. The claim follows from Remark 6.3.3 and (6.72).

Proposition 6.5.3. Let $C_{N, s, \mu}$ be as in Proposition 6.2.7 with $K:=C_{g}$ and $C_{g}$ as in (6.4). Then the function

$$
t \rightarrow t^{-2 C_{N, s, \mu}+\frac{N-2+2 s}{2}} H_{i}(t)
$$

is non-decreasing in $(0,2 \alpha)$.
Proof. In view of (6.38) and (6.73)

$$
H_{i}^{\prime}(t) \geq \frac{1}{t}\left(2 C_{N, s, \mu}-\frac{N-2+2 s}{2}\right) H_{i}(t) \quad \text { for a.e. } t \in(0,2 \alpha)
$$

hence

$$
\frac{d}{d t}\left(t^{-2 C_{N, s, \mu}+\frac{N-2+2 s}{2}} H_{i}(t)\right) \geq 0 \quad \text { for a.e. } t \in(0,2 \alpha)
$$

We conclude that $t \rightarrow t^{-2 C_{N, s, \mu}+\frac{N-2+2 s}{2}} H_{i}(t)$ is non-decreasing in $(0,2 \alpha)$.
Corollary 6.5.4. If $1 \leq i \leq k$ and $H_{i}(\bar{t})=0$ for some $\bar{t} \in(0,2 \alpha)$, then $H_{i}(t)=0$ for any $t \in(0, \bar{t})$.

Proof. Since $t \rightarrow t^{-2 C_{N, s, \mu}+\frac{N-2+2 s}{2}} H_{i}(t)$ is non-decreasing in $(0,2 \alpha)$ by Proposition 6.5 .3 and it is non-negative, from the assumption $H(\bar{t})=0$ it follows that $H_{i}(t)=0$ for any $t \in(0, \bar{t})$.

The regularity of the function $t D_{i}(t)$ is discussed in the following proposition.
Proposition 6.5.5. If $1 \leq i \leq k$ and $T_{i} \in(0,2 \alpha)$ is such that $V_{i}\left(\cdot, T_{i}\right) \in \mathcal{H}$ then
(i) $\left(V_{i}\right)_{t} \in L^{2}\left(\left(\tau, T_{i}\right), \mathcal{L}\right)$ for any $\tau \in\left(0, T_{i}\right)$,
(ii) the function $t \rightarrow t D_{i}(t)$ belongs to $W_{\text {loc }}^{1,1}\left(0, T_{i}\right)$ and its weak derivative is as follows:

$$
\begin{align*}
& \frac{d}{d t}\left(t D_{i}(t)\right)=2 t \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\left(V_{i}\right)_{t}\right|^{2} G d z-\int_{\mathbb{R}^{N}} s t^{s-1} h\left(\sqrt{t} x, t+a_{i}\right) v_{i}^{2}(x, t) G(x, 0) d x \\
& \quad-\int_{\mathbb{R}^{N}}\left(t^{s-\frac{1}{2}} \nabla h\left(\sqrt{t} x, t+a_{i}\right) \cdot \frac{x}{2}+t^{s} h_{t}\left(\sqrt{t} x, t+a_{i}\right)\right) v_{i}^{2}(x, t) G(x, 0) d x \tag{6.74}
\end{align*}
$$

Proof. Let $1 \leq i \leq k$. Then (i) follows from Proposition 6.3.6 and Remark 6.5.1.
With an approximating procedure similar to Proposition 6.3.6, formally testing (6.71) with $\left(V_{i}\right)_{t}$ yields, for a.e. $\tau \in\left(0, T_{i}\right)$,

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla V_{i}(\cdot, \tau)\right|^{2} G d z-\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v_{i}^{2}(\cdot, \tau)+\tau^{s} h\left(\sqrt{\tau} x, \tau+a_{i}\right) v_{i}^{2}(\cdot, \tau)\right) G(x, 0) d x \\
& =\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla V_{i}\left(\cdot, T_{i}\right)\right|^{2} G d z \\
& -\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v_{i}^{2}\left(\cdot, T_{i}\right)+T_{i}^{s} h\left(\sqrt{T_{i}} x, T_{i}+a_{i}\right) v_{i}^{2}\left(\cdot, T_{i}\right)\right) G(x, 0) d x \\
& -2 \int_{\tau}^{T_{i}} t\left(\int_{\mathbb{R}^{N+1}} y^{1-2 s}\left(V_{i}\right)_{t}^{2} G d z\right) d t \\
& +\int_{\tau}^{T_{i}}\left(\int_{\mathbb{R}^{N}}\left(s t^{s-1} h\left(\sqrt{t} x, t+a_{i}\right)+t^{s} h_{t}\left(\sqrt{t} x, t+a_{i}\right)\right) v_{i}^{2}(x, t) G(x, 0) d x\right) d t \\
& +\int_{\tau}^{T_{i}}\left(\int_{\mathbb{R}^{N}} t^{s-\frac{1}{2}} \nabla h\left(\sqrt{t} x, t+a_{i}\right) \cdot \frac{x}{2} v_{i}^{2}(x, t) G(x, 0) d x\right) d t,
\end{aligned}
$$

hence, thanks to (6.3), (6.4) and (6.41), the function

$$
\tau \mapsto \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla V_{i}(\cdot, \tau)\right|^{2} G d z-\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v_{i}^{2}(\cdot, \tau)+\tau^{s} h(\sqrt{\tau} x, \tau) v^{2}(\cdot, \tau)\right) G(x, 0) d x
$$

is absolute continuous on $\left[T_{1}, T_{2}\right]$ for any $\left[T_{1}, T_{2}\right] \subset\left(0, T_{i}\right)$ and, for a.e. $\tau \in\left(0, T_{i}\right)$,

$$
\begin{aligned}
& \frac{d}{d \tau}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla V_{i}(\cdot, \tau)\right|^{2} G d z\right. \\
& \left.\quad-\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v_{i}^{2}(\cdot, \tau)+\tau^{s} h\left(\sqrt{\tau} x, \tau+a_{i}\right) v_{i}^{2}(\cdot, \tau)\right) G(x, 0) d x\right) \\
& =2 \tau \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left(V_{i}\right)_{t}^{2}(z, \tau) G(z) d z-\int_{\mathbb{R}^{N}} \tau^{s-\frac{1}{2}} \nabla h\left(\sqrt{\tau} x, \tau+a_{i}\right) \cdot \frac{x}{2} v_{i}^{2}(\tau, x) G(x, 0) d x \\
& \quad-\int_{\mathbb{R}^{N}}\left(s \tau^{s-1} h\left(\sqrt{\tau} x, \tau+a_{i}\right)+\tau^{s} h_{t}\left(\sqrt{\tau} x, \tau+a_{i}\right)\right) v_{i}^{2}(\tau, x) G(x, 0) d x
\end{aligned}
$$

The proof is thereby complete.
For any $i=1 \ldots k$, let us define the Almgren-Poon frequency function

$$
\mathcal{N}_{i}:(0,2 \alpha) \rightarrow \mathbb{R} \cup\{-\infty,+\infty\}, \quad \mathcal{N}(t):=\frac{t D_{i}(t)}{H_{i}(t)}
$$

Proposition 6.5.6. If there exists $\beta_{i}, T_{i} \in(0,2 \alpha)$ such that

$$
\begin{equation*}
\beta_{i}<T_{i}, \quad H_{i}(t)>0 \text { for all } t \in\left(\beta_{i}, T_{i}\right), \text { and } V_{i}\left(\cdot, T_{i}\right) \in \mathcal{H} \tag{6.75}
\end{equation*}
$$

then $\mathcal{N}_{i} \in W_{\text {loc }}^{1,1}\left(\beta_{i}, T_{i}\right)$ and the weak derivative of $\mathcal{N}_{i}$ can be written as

$$
\begin{equation*}
\mathcal{N}_{i}^{\prime}(t)=\nu_{1, i}(t)+\nu_{2, i}(t) \quad \text { for a.e. } t \in\left(\beta_{i}, T_{i}\right) \tag{6.76}
\end{equation*}
$$

where

$$
\begin{align*}
\nu_{1, i}(t):=\frac{2 t}{H_{i}^{2}(t)}\left[\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\left(V_{i}\right)_{t}\right|^{2} G d z\right)\right. & \left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V_{i}^{2} G d z\right) \\
& \left.-\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left(V_{i}\right)_{t} V_{i} G d z\right)^{2}\right] \tag{6.77}
\end{align*}
$$

and

$$
\begin{align*}
\nu_{2, i}(t):=-\frac{1}{H_{i}(t)} \times\left(\int _ { \mathbb { R } ^ { N } } \left(s t^{s-1} h(\sqrt{t} x, t\right.\right. & \left.+a_{i}\right)+t^{s-\frac{1}{2}} \nabla h\left(\sqrt{t} x, t+a_{i}\right) \cdot \frac{x}{2} \\
& \left.\left.+t^{s} h_{t}\left(\sqrt{t} x, t+a_{i}\right)\right) v_{i}^{2}(x, t) G(x, 0) d x\right) \tag{6.78}
\end{align*}
$$

Furthermore $\nu_{1, i}(t) \geq 0$ for a.e. $t \in\left(\beta_{i}, T_{i}\right)$ and

$$
\begin{equation*}
\mathcal{N}_{i}(t)>-\frac{N+2-2 s}{4} \quad \text { for any } t \in\left(\beta_{i}, T_{i}\right) \tag{6.79}
\end{equation*}
$$

Proof. Since $H_{i}(t)>0$ for any $t \in\left(\beta_{i}, T_{i}\right)$, then $1 / H_{i}, t D_{i} \in W_{l o c}^{1,1}\left(\beta_{i}, T_{i}\right)$ by Proposition 6.5.2 and Proposition 6.5.5. Hence $\mathcal{N}_{i} \in W_{l o c}^{1,1}\left(\beta_{i}, T_{i}\right)$. Furthermore

$$
\mathcal{N}_{i}^{\prime}(t)=\frac{\left(t D_{i}\right)^{\prime} H_{i}-t D_{i} H_{i}^{\prime}}{H_{i}^{2}}
$$

and so, thanks to (6.73) and (6.74), we conclude that (6.76) holds with $\nu_{1, i}$ and $\nu_{2, i}$ as in (6.77) and (6.78) respectively. By the Cauchy-Schwarz inequality in $\mathcal{L}$ we have $\nu_{1, i}(t) \geq 0$ for a.e. $t \in\left(\beta_{i}, T_{i}\right)$. Finally, (6.79) follows directly from (6.38) with the function $f(x, t):=$ $h\left(x, t+a_{i}\right)$.

The remainder term $\nu_{2, i}$ can be estimated in terms of the frequency function as follows.
Proposition 6.5.7. Let $\nu_{2, i}$ be as in (6.78). Then there exists a constant $C_{1}>0$ such that, if $i \in\{i, \ldots, k\}$ and $\beta_{i}, T_{i} \in(0,2 \alpha)$ are as in (6.75), then

$$
\begin{equation*}
\left|\nu_{2, i}(t)\right| \leq C_{1}\left(t^{-1+\frac{\varepsilon}{2}}+\left\|h_{t}\left(\cdot, t+a_{i}\right)\right\|_{L^{\frac{N}{2 s}}\left(\mathbb{R}^{N}\right)}\right)\left(\mathcal{N}_{i}(t)+\frac{N+2-2 s}{4}\right) \tag{6.80}
\end{equation*}
$$

for a.e. $t \in\left(\beta_{i}, T_{i}\right)$.
Proof. Estimate (6.80) follows from (6.38), (6.39), and (6.40), taking into account that, by a change of variables,

$$
\left\|t^{s} h_{t}\left(\sqrt{t} \cdot, t+a_{i}\right)\right\|_{L^{\frac{N}{2 s}\left(\mathbb{R}^{N}\right)}}=\left\|h_{t}\left(\cdot, t+a_{i}\right)\right\|_{L^{\frac{N}{2 s}\left(\mathbb{R}^{N}\right)}}
$$

for any $i \in\{i, \ldots, k\}$.
Proposition 6.5.8. There exists a constant $C_{2}>0$ such that, if $i \in\{i, \ldots, k\}$ and $\beta_{i}, T_{i} \in$ $(0,2 \alpha)$ are as in (6.75), then

$$
\begin{equation*}
\mathcal{N}_{i}(t) \leq-\frac{N+2-2 s}{4}+C_{2}\left(\mathcal{N}_{i}\left(T_{i}\right)+\frac{N+2-2 s}{4}\right) \tag{6.81}
\end{equation*}
$$

for any $t \in\left(\beta_{i}, T_{i}\right)$.
Proof. Since $\nu_{1, i} \geq 0$ by Proposition 6.5.6, from (6.80) it follows that, a.e. in $\left(\beta_{i}, T_{i}\right)$,

$$
\mathcal{N}_{i}^{\prime}(t) \geq-C_{1}\left(t^{-1+\frac{\varepsilon}{2}}+\left\|h_{t}\left(\cdot, t+a_{i}\right)\right\|_{L^{\frac{N}{2 s}}\left(\mathbb{R}^{N}\right)}\right)\left(\mathcal{N}_{i}(t)+\frac{N+2-2 s}{4}\right)
$$

By integration we obtain the estimate

$$
\mathcal{N}_{i}(t) \leq-\frac{N+2-2 s}{4}+\left(\mathcal{N}_{i}\left(T_{i}\right)+\frac{N+2-2 s}{4}\right) e^{\left(\frac{2 C_{1}}{\epsilon} T_{i}^{\varepsilon / 2}+C_{1}\left\|h_{t}\left(\cdot, t+a_{i}\right)\right\|_{L^{1}\left((0,2 \alpha), L^{N /(2 s)}\left(\mathbb{R}^{N}\right)\right)}\right)}
$$

for any $t \in\left(\beta_{i}, T_{i}\right)$, which implies (6.81) in view of (6.3) and (6.41).
Proposition 6.5.9. For any $i \in\{i, \ldots, k\}$, if $H_{i}(t) \not \equiv 0$ then

$$
\begin{equation*}
H_{i}(t)>0 \quad \text { for all } t \in(0,2 \alpha) \tag{6.82}
\end{equation*}
$$

Proof. Since $H_{i}(t) \not \equiv 0$ and $H_{i}$ is continuous by Remark 6.3.3, there exists $T_{i} \in(0,2 \alpha)$ such that

$$
\begin{equation*}
H_{i}\left(T_{i}\right)>0 \quad \text { and } \quad V_{i}\left(\cdot, T_{i}\right) \in \mathcal{H} \tag{6.83}
\end{equation*}
$$

By Proposition 6.5.3 it follows that $H_{i}(t)>0$ for any $t \in\left[T_{i}, 2 \alpha\right)$. If we define

$$
t_{i}:=\inf \left\{\tau \in\left(0, T_{i}\right): H_{i}(t)>0 \text { for all } t \in(\tau, 2 \alpha)\right\}
$$

then either

$$
t_{i}=0 \quad \text { and } \quad H_{i}(t)>0 \text { for all } t \in(0,2 \alpha)
$$

or

$$
0<t_{i}<T_{i} \quad \text { and } \quad \begin{cases}H_{i}(t)=0, \text { for any } & t \in\left(0, t_{i}\right]  \tag{6.84}\\ H_{i}(t)>0, \text { for any } & t \in\left(t_{i}, 2 \alpha\right)\end{cases}
$$

Now we prove that the second case can not occur arguing by contradiction. If (6.84) holds, then, thanks to Proposition 6.5.8 and (6.73),

$$
\frac{t}{2} H_{i}^{\prime}(t) \leq\left(-\frac{N+2-2 s}{4}+C_{2}\left(\mathcal{N}_{i}\left(T_{i}\right)+\frac{N+2-2 s}{4}\right)\right) H_{i}(t)
$$

for a.e. $t \in\left(t_{i}, T_{i}\right)$. Integrating the above inequality we obtain

$$
H_{i}(t) \geq \frac{t^{2\left(-\frac{N+2-2 s}{4}+C_{2}\left(\mathcal{N}_{i}\left(T_{i}\right)+\frac{N+2-2 s}{4}\right)\right)}}{T_{i}^{2\left(-\frac{N+2-2 s}{4}+C_{2}\left(\mathcal{N}_{i}\left(T_{i}\right)+\frac{N+2-2 s}{4}\right)\right)}} H_{i}\left(T_{i}\right)
$$

for all $t \in\left[t_{i}, T_{i}\right)$. Since $H_{i}\left(t_{i}\right)=0$, we have reached a contradiction in view of (6.83). In conclusion, (6.82) must hold.

Proposition 6.5.10. For any $i \in\{1, \ldots, k-1\}$

$$
H_{i}(t) \equiv 0 \text { in }(0,2 \alpha) \text { if and only if } H_{i+1}(t) \equiv 0 \text { in }(0,2 \alpha) .
$$

Proof. We start by proving that if $H_{i}(t) \equiv 0$ in $(0,2 \alpha)$ then $H_{i+1}(t) \equiv 0$ in $(0,2 \alpha)$. By contradiction, if there exists $\bar{t} \in(0,2 \alpha)$ such that $H_{i+1}(\bar{t})>0$, then $H_{i+1}(t)>0$ for all $t \in(0,2 \alpha)$ by Proposition 6.5.9. It follows that $V_{i+1}(\cdot, t) \not \equiv 0$ for all $t \in(0,2 \alpha)$ and $V(\cdot, t) \not \equiv 0$ for all $t \in(i \alpha,(i+1) \alpha)$. Therefore $V_{i}(\cdot, t) \not \equiv 0$ for some $t \in(0,2 \alpha)$, which is a contradiction.

Now let us prove that, if $H_{i+1}(t) \equiv 0$ in $(0,2 \alpha)$, then $H_{i}(t) \equiv 0$ in $(0,2 \alpha)$. By contradiction, let us assume that $H_{i}(t) \not \equiv 0$. Then $H_{i}(t)>0$ for any $t \in(0,2 \alpha)$ by Proposition 6.5.9. It follows that $V_{i}(\cdot, t) \not \equiv 0$ for all $t \in(0,2 \alpha)$ and so $V_{i+1}(\cdot, t) \not \equiv 0$ for all $t \in(0, \alpha)$, hence $H_{i+1}(t) \not \equiv 0$ for all $t \in(0, \alpha)$, which is a contradiction.

Proposition 6.5.11. If $U$ is a weak solution of (6.44) such that $U \not \equiv 0$ in $\mathbb{R}_{+}^{N+1} \times(0, T)$, then

$$
H_{i}(t)>0 \quad \text { for any } t \in(0,2 \alpha) \text { and } i \in\{1, \ldots, k\}
$$

Proof. If $U \not \equiv 0$ in $\mathbb{R}_{+}^{N+1} \times(0, T)$, then there exists some $i_{0} \in\{1, \ldots, k\}$ such that $V_{i} \not \equiv 0$ in $(0,2 \alpha)$. Then $H_{i_{0}}(t) \not \equiv 0$ in $(0,2 \alpha)$. Thanks to Proposition 6.5.10, $H_{i}(t) \not \equiv 0$ in $(0,2 \alpha)$ for any $i \in\{1, \ldots, k\}$. In view of Proposition 6.5.9, we can therefore conclude that $H_{i}(t)>0$ for any $t \in(0,2 \alpha)$ and $i \in\{1, \ldots, k\}$.

Proof of Theorem 6.1.10. It is not restrictive to assume that $t_{0}=0$. Let $W$ be a solution of (6.11). Let $\bar{t} \in(0, T)$ be such that $W(z,-\bar{t}) \equiv 0$ in $\mathbb{R}_{+}^{N+1}$, so that, letting $U$ be as in (6.42), $U(z, \bar{t}) \equiv 0$ in $\mathbb{R}_{+}^{N+1}$. Then $\bar{t} \in\left(a_{i}, b_{i}\right)$ for some $i \in\{1, \ldots, k\}$ and $H_{i}\left(\bar{t}-a_{i}\right)=0$. By Proposition 6.5.11 it follows that $U \equiv 0$ in $\mathbb{R}_{+}^{N+1} \times(0, T)$ and hence, by (6.42), W $\equiv 0$ in $\mathbb{R}_{+}^{N+1} \times(-T, 0)$.

From now on, we assume that $U \not \equiv 0$ in $\mathbb{R}_{+}^{N+1} \times(0, T)$ and, defining $V$ as in (6.47), we denote, for all $t \in(0,2 \alpha)$,

$$
\begin{aligned}
& H(t):=H_{1}(t)=\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V^{2}(z, t) G(z) d z \\
& D(t):=D_{1}(t)=\frac{1}{t}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla V|^{2} G d z-\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v^{2}+t^{s} h(\sqrt{t} x, t) v^{2}\right) G(x, 0) d x\right)
\end{aligned}
$$

Since we are assuming that $U \not \equiv 0$ in $\mathbb{R}_{+}^{N+1} \times(0, T)$, thanks to Proposition 6.5.11 the AlmgrenPoon type frequency function

$$
\mathcal{N}:(0,2 \alpha) \rightarrow \mathbb{R}, \quad \mathcal{N}(t):=\frac{t D(t)}{H(t)}
$$

is well-defined. Furthermore, in view of Proposition 6.5.6 $\mathcal{N} \in W_{l o c}^{1,1}(0,2 \alpha)$ and

$$
\mathcal{N}^{\prime}(t)=\nu_{1}(t)+\nu_{2}(t) \quad \text { for a.e. } t \in(0,2 \alpha)
$$

where we have defined

$$
\begin{equation*}
\nu_{1}(t):=\nu_{1,1}(t), \quad \nu_{2}(t):=\nu_{2,1}(t) \tag{6.85}
\end{equation*}
$$

according to notation (6.77)-(6.78). Since $V(\cdot, t) \in \mathcal{H}$ for a.e. $t \in(0, T)$, there exists

$$
\begin{equation*}
T_{0} \in(0,2 \alpha) \quad \text { such that } \quad V\left(\cdot, T_{0}\right) \in \mathcal{H} \tag{6.86}
\end{equation*}
$$

Proposition 6.5.12. The limit

$$
\begin{equation*}
\gamma:=\lim _{t \rightarrow 0^{+}} \mathcal{N}(t) \tag{6.87}
\end{equation*}
$$

exists and it is finite.
Proof. From Propositions 6.5.6 and 6.5.8 it follows that $\mathcal{N}$ is bounded. Hence the limit (6.87), if it exists, is finite. Furthermore, from Proposition 6.5 .6 we have that $\nu_{1} \geq 0$ a.e. in $(0,2 \alpha)$, whereas $\nu_{2} \in L^{1}\left(0, T_{0}\right)$ by Proposition 6.5.7, Proposition 6.5.8, (6.41), and (6.3), where $T_{0}$ is as in (6.86). Then, from

$$
\mathcal{N}(t)=\mathcal{N}\left(T_{0}\right)-\int_{t}^{T_{0}} \mathcal{N}^{\prime}(\tau) d \tau=\mathcal{N}\left(T_{0}\right)-\int_{t}^{T_{0}} \nu_{1}(\tau) d \tau-\int_{t}^{T_{0}} \nu_{2}(\tau) d \tau
$$

we conclude that the limit (6.87) exists.
Proposition 6.5.13. Let $T_{0}$ be as in (6.86) and $\gamma$ as in (6.87). Then there exists a constant $K_{1}>0$ such that

$$
\begin{equation*}
H(t) \leq K_{1} t^{2 \gamma} \quad \text { for all } t \in\left(0, T_{0}\right) \tag{6.88}
\end{equation*}
$$

Moreover, for any $\sigma>0$, there exists a constant $K_{2}(\sigma)>0$ such that

$$
\begin{equation*}
H(t) \geq K_{2}(\sigma) t^{2 \gamma+\sigma} \quad \text { for all } t \in\left(0, T_{0}\right) \tag{6.89}
\end{equation*}
$$

Proof. Thanks to the Hölder inequality, (6.41), (6.3), Proposition 6.5.6, Proposition 6.5.7, and Proposition 6.5.8, for any $t \in\left(0, T_{0}\right)$ we have that

$$
\begin{aligned}
\mathcal{N}(t)-\gamma & =\int_{0}^{t}\left(\nu_{1}(\tau)+\nu_{2}(\tau)\right) d \tau \geq \int_{0}^{t} \nu_{2}(\tau) d \tau \\
& \geq-C_{1} C_{2}\left(\mathcal{N}_{i}\left(T_{i}\right)+\frac{N+2-2 s}{4}\right) \int_{0}^{t}\left(\tau^{-1+\frac{\varepsilon}{2}}+\left\|h_{t}(\cdot, \tau)\right\|_{L^{\frac{N}{2 s}\left(\mathbb{R}^{N}\right)}}\right) d \tau \geq-C_{3} t^{\delta}
\end{aligned}
$$

for some constant $C_{3}>0$, where $\delta:=\min \left\{\frac{\varepsilon}{2}, 1-\frac{1}{r}\right\}$. It follows that, taking into account (6.73),

$$
\frac{H^{\prime}(t)}{H(t)}=\frac{2}{t} \mathcal{N}(t) \geq \frac{2 \gamma}{t}-2 C_{3} t^{-1+\delta} \quad \text { for a.e. } t \in\left(0, T_{0}\right)
$$

An integration over $\left(t, T_{0}\right)$ yields

$$
H(t) \leq \frac{H\left(T_{0}\right)}{T_{0}^{2 \gamma}} e^{\frac{2 C_{3} T_{0}^{\delta}}{\delta}} t^{2 \gamma} \quad \text { for all } t \in\left(0, T_{0}\right)
$$

so that (6.88) is proved.
Furthermore, since $\gamma:=\lim _{t \rightarrow 0^{+}} \mathcal{N}(t)$, for any $\sigma>0$ there exists $T_{\sigma} \in\left(0, T_{0}\right)$ such that $\mathcal{N}(t)<\gamma+\sigma / 2$ for any $t \in\left(0, T_{\sigma}\right)$, and hence

$$
\frac{H^{\prime}(t)}{H(t)}=\frac{2}{t} \mathcal{N}(t)<\frac{2 \gamma+\sigma}{t} \quad \text { for any } t \in\left(0, T_{\sigma}\right)
$$

An integration of the above estimate over $\left(t, T_{\sigma}\right)$, together with continuity and positivity of $H$ in $\left[T_{\sigma}, T_{0}\right]$, yields (6.89) for some constant $K_{2}(\sigma)$.

### 6.6 The Blow-up Analysis

If $V$ is a solution of (6.49), then it is easy to see that, for any $\lambda>0$, the function

$$
\begin{equation*}
V_{\lambda}(z, t):=V\left(z, \lambda^{2} t\right) \tag{6.90}
\end{equation*}
$$

belongs to $L^{2}\left(\left(\tau, T / \lambda^{2}\right), \mathcal{H}\right)$ for all $0<\tau<T / \lambda^{2}$ and solves

$$
\begin{align*}
& \mathcal{H}^{*}\left\langle\left(V_{\lambda}\right)_{t}, \phi\right\rangle_{\mathcal{H}}=\frac{1}{t} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla V_{\lambda} \cdot \nabla \phi G d z \\
& -\frac{1}{t} \int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v_{\lambda}(x, t) \phi(x, 0)+\lambda^{2 s} t^{s} h\left(\lambda \sqrt{t} x, \lambda^{2} t\right) v_{\lambda}(x, t) \phi(x, 0)\right) G(x, 0) d x \tag{6.91}
\end{align*}
$$

for a.e. $t \in\left(0, T / \lambda^{2}\right)$ and any $\phi \in C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}}\right)$, where

$$
v_{\lambda}(x, t):=v\left(x, \lambda^{2} t\right)=\operatorname{Tr}\left(V_{\lambda}(\cdot, t)\right)(x)
$$

We can also define the height and energy functions associated to the scaled equation (6.91) as

$$
\begin{aligned}
H_{\lambda}(t) & =\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V_{\lambda}^{2} G d z \\
D_{\lambda}(t) & =\frac{1}{t}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla V_{\lambda}\right|^{2} G d z-\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v_{\lambda}^{2}+\lambda^{2 s} t^{s} h\left(\lambda \sqrt{t} x, \lambda^{2} t\right) v_{\lambda}^{2}\right) G(x, 0) d x\right)
\end{aligned}
$$

and the Almgren-Poon frequency function as

$$
\begin{equation*}
\mathcal{N}_{\lambda}(t):=\frac{t D_{\lambda}(t)}{H_{\lambda}(t)} . \tag{6.92}
\end{equation*}
$$

For any $\lambda>0$, we have the following scaling properties:

$$
\begin{equation*}
D_{\lambda}(t)=\lambda^{2} D\left(\lambda^{2} t\right), \quad H_{\lambda}(t)=H\left(\lambda^{2} t\right) \quad \text { and } \quad \mathcal{N}_{\lambda}(t)=\frac{\lambda^{2} t D\left(\lambda^{2} t\right)}{H\left(\lambda^{2} t\right)}=\mathcal{N}\left(\lambda^{2} t\right) \tag{6.93}
\end{equation*}
$$

on $\left(0,2 \alpha / \lambda^{2}\right)$. Let, for any $\lambda \in\left(0, \sqrt{T_{0}}\right)$ and for any $t \in\left(0, T / T_{0}\right)$,

$$
\begin{equation*}
W_{\lambda}(z, t):=\frac{V\left(z, \lambda^{2} t\right)}{\sqrt{H\left(\lambda^{2}\right)}} \tag{6.94}
\end{equation*}
$$

In particular we note that $1 \in\left(0, T / T_{0}\right)$. Similarly, we define

$$
w_{\lambda}(z, t):=\frac{v\left(z, \lambda^{2} t\right)}{\sqrt{H\left(\lambda^{2}\right)}}
$$

for any $t \in\left(0, T / T_{0}\right)$. From (6.90) and (6.94) we deduce that $W_{\lambda}$ belongs to $L^{2}\left(\left(\tau, T / \lambda^{2}\right), \mathcal{H}\right)$ for all $0<\tau<T / \lambda^{2}$ and solves (6.91).

Proposition 6.6.1. Let $T_{0}$ be as in (6.86). Then

$$
\begin{equation*}
\left\{W_{\lambda}\right\}_{\lambda \in\left(0, \sqrt{T_{0}}\right)} \text { is bounded in } L^{\infty}((\tau, 1), \mathcal{H}) \quad \text { for any } \tau \in(0,1) \tag{6.95}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{\left(W_{\lambda}\right)_{t}\right\}_{\lambda \in\left(0, \sqrt{T_{0}}\right)} \text { is bounded in } L^{\infty}\left((\tau, 1), \mathcal{H}^{*}\right) \quad \text { for any } \tau \in(0,1) \tag{6.96}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\left\{W_{\lambda}\right\}_{\lambda \in\left(0, \sqrt{T_{0}}\right)} \text { is relatively compact in } C^{0}([\tau, 1], \mathcal{L}) \quad \text { for any } \tau \in(0,1) \tag{6.97}
\end{equation*}
$$

Proof. From Proposition 6.5.3, for any $t \in(0,1)$,

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} W_{\lambda}^{2}(z, t) G(z) d z=\frac{H\left(\lambda^{2} t\right)}{H\left(\lambda^{2}\right)} \leq t^{2 C_{N, s,+\mu}-\frac{N-2+2 s}{2}} \tag{6.98}
\end{equation*}
$$

Furthermore, by (6.38), (6.81), and (6.93)

$$
\begin{aligned}
& \frac{1}{t}\left(-\frac{N+2-2 s}{4}+C_{2}\left(\mathcal{N}\left(T_{0}\right)+\frac{N+2-2 s}{4}\right)\right) H_{\lambda}(t) \geq \lambda^{2} D\left(\lambda^{2} t\right) \\
& \quad \geq \frac{1}{t}\left(-\frac{N+2-2 s}{4}+C_{N, s, \mu}\right) H_{\lambda}(t)+\frac{1}{t} C_{N, s, \mu} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla V_{\lambda}(z, t)\right|^{2} G(z) d z
\end{aligned}
$$

for all $\lambda \in\left(0, \sqrt{T_{0}}\right)$ and a.e. $t \in(0,1)$. It follows that, taking into account (6.98),

$$
\begin{align*}
\int_{\mathbb{R}_{+}^{N+1}} & y^{1-2 s}\left|\nabla V_{\lambda}(z, t)\right|^{2} G(z) d z \\
& \leq C_{N, s, h}^{-1}\left(C_{2}\left(\mathcal{N}\left(T_{0}\right)+\frac{N+2-2 s}{4}\right)-C_{N, s, \mu}\right) \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V_{\lambda}^{2}(z, t) G(z) d z \\
& \leq C_{N, s, h}^{-1}\left(C_{2}\left(\mathcal{N}\left(T_{0}\right)+\frac{N+2-2 s}{4}\right)-C_{N, s, \mu}\right) t^{2 C_{N, s, \mu}-\frac{N-2+2 s}{2}} H\left(\lambda^{2}\right) \tag{6.99}
\end{align*}
$$

for a.e. $t \in(0,1)$. Hence we have proved (6.95) in view of (6.98) and (6.99).
To prove (6.96), we note that, from (6.94),

$$
\left(W_{\lambda}\right)_{t}=\frac{\lambda^{2}}{\sqrt{H\left(\lambda^{2}\right)}} V_{t}\left(z, \lambda^{2} t\right)
$$

To estimate $\left\|\left(W_{\lambda}\right)_{t}(\cdot, t)\right\|_{\mathcal{H}^{*}}$, we observe that, for any $\phi \in \mathcal{H}$,

$$
\begin{align*}
& \lambda^{2 s} t^{-1+s}\left|\int_{\mathbb{R}^{N}} h\left(\lambda \sqrt{t} x, \lambda^{2} t\right) w_{\lambda}(x, t) \operatorname{Tr} \phi(x) G(x, 0) d x\right| \\
& \leq C_{g} \lambda^{2 s} t^{-1+s} \int_{\mathbb{R}^{N}}\left|w_{\lambda}(x, t)\right||\operatorname{Tr} \phi(x)| G(x, 0) d x \\
&+C_{g} \lambda^{\varepsilon} t^{-1+\varepsilon / 2} \int_{\mathbb{R}^{N}}|x|^{-2 s+\varepsilon}\left|w_{\lambda}(x, t)\right||\operatorname{Tr} \phi(x)| G(x, 0) d x \\
& \leq C_{g} K_{N, s} \lambda^{2 s} t^{-1+s}\left\|W_{\lambda}(\cdot, t)\right\|_{\mathcal{H}}\|\phi\|_{\mathcal{H}} \\
&+C_{g} \lambda^{\varepsilon} t^{-1+\varepsilon / 2} \int_{\{|x| \leq 1\}}|x|^{-2 s}\left|w_{\lambda}(x, t) \| \operatorname{Tr} \phi(x)\right| G(x, 0) d x \\
&+C_{g} \lambda^{\varepsilon} t^{-1+\varepsilon / 2} \int_{\{|x| \geq 1\}}\left|w_{\lambda}(x, t)\right||\operatorname{Tr} \phi(x)| G(x, 0) d x \\
& \leq \frac{C_{g} \lambda^{\varepsilon}}{t^{1-\varepsilon / 2}} K_{N, s} t^{s-\varepsilon / 2} \lambda^{2 s-\varepsilon}\left\|W_{\lambda}(\cdot, t)\right\|_{\mathcal{H}}\|\phi\|_{\mathcal{H}} \\
&+ \frac{C_{g} \lambda^{\varepsilon}}{t^{1-\varepsilon / 2}}\left(\kappa_{s}^{-1} \Lambda_{N, s}^{-1} \max \left\{1, \frac{N+2-2 s}{4}\right\}+K_{N, s}\right)\left\|W_{\lambda}(\cdot, t)\right\|_{\mathcal{H}}\|\phi\|_{\mathcal{H}} \tag{6.100}
\end{align*}
$$

for any $\lambda \in\left(0, \sqrt{T_{0}}\right)$ and a.e. $t \in(0,1)$, thanks to (6.4), (6.33), (6.35), (6.41) and the Hölder inequality. Then, by (6.35) and (6.100),

$$
\begin{aligned}
& \left|\mathcal{H}^{*}\left\langle\left(W_{\lambda}\right)_{t}(\cdot, t), \phi\right\rangle_{\mathcal{H}}\right| \leq\left(1+\mu \kappa_{s}^{-1} \Lambda_{N, s}^{-1} \max \left\{1, \frac{N+2-2 s}{4}\right\}\right. \\
& \left.\quad+C_{g} T_{0}^{\varepsilon / 2}\left(K_{N, s} T_{0}^{\frac{2 s-\varepsilon}{2}}+\kappa_{s}^{-1} \Lambda_{N, s}^{-1} \max \left\{1, \frac{N+2-2 s}{4}\right\}+K_{N, s}\right)\right) \frac{\left\|W_{\lambda}(\cdot, t)\right\|_{\mathcal{H}}\|\phi\|_{\mathcal{H}}}{t}
\end{aligned}
$$

Hence

$$
\left\|\left(W_{\lambda}\right)_{t}(\cdot, t)\right\|_{\mathcal{H}^{*}} \leq \frac{\mathrm{const}}{t}\left\|W_{\lambda}(\cdot, t)\right\|_{\mathcal{H}}
$$

so that (6.96) follows from (6.95).
Finally, in view of (6.95) and (6.96), we can apply [119, Corollary 8] to obtain (6.97).
Proposition 6.6.2. Let $V$ be a solution to (6.49) such that $V \not \equiv 0$ in $\mathbb{R}_{+}^{N+1} \times(0, T)$ and let $\gamma$ be as in (6.87). Then $\gamma$ is an eigenvalue of problem (6.12). Furthermore, for any sequence $\lambda_{n} \rightarrow 0^{+}$, there exist a subsequence $\lambda_{n_{k}} \rightarrow 0^{+}$and an eigenfunction $Y$ of problem (6.12) associated to $\gamma$ such that $\|Y\|_{\mathcal{L}}=1$ and, for any $\tau \in(0,1)$,

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \int_{\tau}^{1}\left\|\frac{V\left(z, \lambda_{n_{k}}^{2} t\right)}{\sqrt{H\left(\lambda_{n_{k}}^{2}\right)}}-t^{\gamma} Y(z)\right\|_{\mathcal{H}}^{2} d t=0 \\
& \lim _{k \rightarrow \infty} \sup _{t \in[\tau, 1]}\left\|\frac{V\left(z, \lambda_{n_{k}}^{2} t\right)}{\sqrt{H\left(\lambda_{n_{k}}^{2}\right)}}-t^{\gamma} Y(z)\right\|_{\mathcal{L}}=0
\end{aligned}
$$

Proof. Let $\lambda_{n} \rightarrow 0^{+}$. By Proposition 6.6.1, there exists a subsequence $\lambda_{n_{k}} \rightarrow 0^{+}$and $\widetilde{W} \in$ $\cap_{\tau \in(0,1)}\left(C^{0}([\tau, 1], \mathcal{L}) \cap L^{2}((\tau, 1), \mathcal{H})\right)$ such that $\widetilde{W}_{t} \in \cap_{\tau \in(0,1)} L^{2}\left((\tau, 1), \mathcal{H}^{*}\right)$,

$$
\begin{equation*}
W_{\lambda_{n_{k}}} \rightharpoonup \widetilde{W} \text { weakly in } L^{2}((\tau, 1), \mathcal{H}), \quad\left(W_{\lambda_{n_{k}}}\right)_{t} \rightharpoonup \widetilde{W}_{t} \text { weakly in } L^{2}\left((\tau, 1), \mathcal{H}^{*}\right), \tag{6.101}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{\lambda_{n_{k}}} \rightarrow \widetilde{W} \text { strongly in } C^{0}([\tau, 1], \mathcal{L}) \tag{6.102}
\end{equation*}
$$

as $k \rightarrow+\infty$, for any $\tau \in(0,1)$. Since, by (6.94),

$$
\left\|W_{\lambda_{n_{k}}}(\cdot, 1)\right\|_{\mathcal{L}}=1
$$

from (6.102) we obtain that

$$
\begin{equation*}
\|\widetilde{W}(\cdot, 1)\|_{\mathcal{L}}=1 \tag{6.103}
\end{equation*}
$$

hence $\widetilde{W} \not \equiv 0$. Now we claim that

$$
\begin{equation*}
W_{\lambda_{n_{k}}} \rightarrow \widetilde{W} \text { strongly in } L^{2}((\tau, 1), \mathcal{H}) \quad \text { for any } \tau \in(0,1) \tag{6.104}
\end{equation*}
$$

Thanks to (6.100) and (6.101), we can pass to the limit in (6.91) thus obtaining, for any $\phi \in \mathcal{H}$ and a.e. $t \in(0,1)$,

$$
\begin{align*}
& { }_{\mathcal{H}^{*}}\left\langle(\widetilde{W})_{t}(\cdot, t), \phi\right\rangle_{\mathcal{H}}=\frac{1}{t} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla \widetilde{W}(z, t) \cdot \nabla \phi(z) G(z) d z \\
& -\frac{1}{t} \int_{\mathbb{R}^{N}} \frac{\mu}{|x|^{2 s}} \widetilde{w}(x, t) \operatorname{Tr} \phi(x) G(x, 0) d x, \tag{6.105}
\end{align*}
$$

where $\widetilde{w}(\cdot, t):=\operatorname{Tr}(\widetilde{W}(\cdot, t))$. Testing the difference between (6.91) and (6.105) with $\left(W_{\lambda_{n_{k}}}-\right.$ $\widetilde{W}$ ), integrating between $\tau$ and 1 , and taking into account Remark 6.3.3, we obtain that

$$
\begin{aligned}
& \int_{\tau}^{1}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla \widetilde{W}-\nabla W_{\lambda_{n_{k}}}\right|^{2} G d z\right) d t \\
& \quad \quad-\int_{\tau}^{1}\left(\int_{\mathbb{R}^{N}} \frac{\mu}{|x|^{2 s}}\left|\widetilde{w}(x, t)-w_{\lambda_{n_{k}}}(x, t)\right|^{2} G(x, 0) d x\right) d t \\
& \quad=\frac{1}{2}\left\|\widetilde{W}(\cdot, 1)-W_{\lambda_{n_{k}}}(\cdot, 1)\right\|_{\mathcal{L}}^{2}-\frac{\tau}{2}\left\|\widetilde{W}(\cdot, \tau)-W_{\lambda_{n_{k}}}(\cdot, \tau)\right\|_{\mathcal{L}}^{2} \\
& \quad-\frac{1}{2} \int_{\tau}^{1}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\widetilde{W}-W_{\lambda_{n_{k}}}\right|^{2} G d z\right) d t \\
& \quad+\lambda^{2 s} \int_{\tau}^{1}\left(\int_{\mathbb{R}^{N}} t^{s} h\left(\lambda \sqrt{t} x, \lambda^{2} t\right) w_{\lambda_{n_{k}}}(x, t)\left(w_{\lambda_{n_{k}}}(x, t)-\tilde{w}(x, t)\right) G(x, 0) d x\right) d t .
\end{aligned}
$$

Then by (6.100), (6.101) and (6.102) we conclude that

$$
\begin{aligned}
& \lim _{k \rightarrow 0^{+}}\left(\int_{\tau}^{1}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left(\left|\nabla \widetilde{W}-\nabla W_{\lambda_{n_{k}}}\right|^{2}+\frac{1}{2}\left|\widetilde{W}-W_{\lambda_{n_{k}}}\right|^{2}\right) G d z\right) d t\right. \\
&\left.\quad-\int_{\tau}^{1}\left(\int_{\mathbb{R}^{N}} \frac{\mu}{|x|^{2 s}}\left|\widetilde{w}(x, t)-w_{\lambda_{n_{k}}}(x, t)\right|^{2} G(x, 0) d x\right) d t\right)=0
\end{aligned}
$$

Thanks to Proposition 6.2 .7 with $f \equiv 0$ and (6.102), we conclude that (6.104) holds. Therefore, for any $\tau \in(0,1)$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{\tau}^{1}\left\|W_{\lambda_{n_{k}}}(\cdot, t)-\widetilde{W}(\cdot, t)\right\|_{\mathcal{H}}^{2} d t=0 \tag{6.106}
\end{equation*}
$$

and, by (6.102),

$$
\lim _{k \rightarrow \infty} \sup _{t \in[\tau, 1]}\left\|W_{\lambda_{n_{k}}}(\cdot, t)-\widetilde{W}(\cdot, t)\right\|_{\mathcal{L}}^{2} d t=0
$$

Let us define, for any $t \in(0,1)$,

$$
\begin{aligned}
& H_{\widetilde{W}}(t):=\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \widetilde{W}^{2} G d z \\
& D_{\widetilde{W}}(t):=\frac{1}{t}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}|\nabla \widetilde{W}|^{2} G d z-\int_{\mathbb{R}^{N}} \frac{\mu}{|x|^{2 s}} \widetilde{w}^{2}(x, t) G(x, 0) d x\right) .
\end{aligned}
$$

Since $H_{\widetilde{W}}(1)=\|\widetilde{W}(\cdot, 1)\|_{\mathcal{L}}^{2}=1$ by (6.103), then

$$
H_{\widetilde{W}}(t)>0 \text { for any } t \in(0,1)
$$

as we can prove arguing as in Proposition 6.5.9. Hence the function

$$
\mathcal{N}_{\widetilde{W}}:(0,1) \rightarrow \mathbb{R}, \quad \mathcal{N}_{\widetilde{W}}(t):=\frac{t D_{\widetilde{W}}(t)}{H_{\widetilde{W}}(t)}
$$

is well defined. Furthermore, from (6.92) and (6.94), it follows that

$$
\begin{aligned}
& \mathcal{N}_{\lambda}(t) \\
& =\frac{\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s}\left|\nabla W_{\lambda}\right|^{2} G d z-\int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} w_{\lambda}^{2}(x, t)+\lambda^{2 s} t^{s} h\left(\lambda \sqrt{t} x, \lambda^{2} t\right) w_{\lambda}^{2}(x, t)\right) G(x, 0) d x}{\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} W_{\lambda}^{2}(z, t) G d z}
\end{aligned}
$$

Then, from (6.35), (6.100), and (6.106) we deduce that

$$
\lim _{k \rightarrow \infty} \mathcal{N}_{\lambda_{n_{k}}}(t)=\mathcal{N}_{\widetilde{W}}(t) \quad \text { for a.e. } t \in(0,1)
$$

On the other hand, $\mathcal{N}_{\lambda_{n_{k}}}(t)=\mathcal{N}\left(\lambda_{n_{k}}^{2} t\right)$ for any $t \in(0,1)$ by (6.93) and hence

$$
\mathcal{N}_{\widetilde{W}}(t)=\lim _{k \rightarrow \infty} \mathcal{N}_{\lambda_{n_{k}}}(t)=\lim _{k \rightarrow \infty} \mathcal{N}\left(\lambda_{n_{k}}^{2} t\right)=\gamma \quad \text { for any } t \in(0,1)
$$

with $\gamma$ as in (6.87). It follows that $\mathcal{N}_{\widetilde{W}}^{\prime}(t) \equiv 0$ in $(0,1)$. In view of Proposition 6.5.6 in the case $h \equiv 0$, we deduce that

$$
\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \widetilde{W}_{t}^{2} G d z\right)\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \widetilde{W}^{2} G d z\right)=\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \widetilde{W}_{t} \widetilde{W} G d z\right)^{2}
$$

for a.e. $t \in(0,1)$. In particular, for the vectors $\widetilde{W}_{t}(\cdot, t)$ and $\widetilde{W}(\cdot, t)$ in $\mathcal{L}$, equality holds in the Cauchy-Schwarz inequality for a.e. $t \in(0,1)$. Hence there exists a function $\beta:(0,1) \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\widetilde{W}_{t}(z, t)=\beta(t) \widetilde{W}(z, t) \quad \text { for a.e. } z \in \mathbb{R}_{+}^{N+1} \text { and a.e. } t \in(0,1) \tag{6.107}
\end{equation*}
$$

Thanks to (6.73) and Remark 6.3.5,

$$
D_{\widetilde{W}}(t)={ }_{\mathcal{H}^{*}}\left\langle(\widetilde{W})_{t}(\cdot, t), \widetilde{W}(\cdot, t)\right\rangle_{\mathcal{H}}=\beta(t) H_{\widetilde{W}}(t),
$$

and so

$$
\begin{equation*}
\beta(t)=\frac{\gamma}{t} \quad \text { for a.e. } t \in(0,1) \tag{6.108}
\end{equation*}
$$

Combining (6.105), (6.107) and (6.108), we conclude that $\widetilde{W}$ satisfies

$$
\begin{equation*}
\gamma \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \widetilde{W} \phi G d z=\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla \widetilde{W} \cdot \nabla \phi G d z-\int_{\mathbb{R}^{N}} \frac{\mu}{|x|^{2 s}} \widetilde{w} \phi G(x, 0) d x \tag{6.109}
\end{equation*}
$$

for all $\phi \in \mathcal{H}$ and a.e. $t \in(0,1)$.
Furthermore from (6.107) it follows that, letting $\widetilde{W}^{\eta}(z, t):=\widetilde{W}\left(z, \eta^{2} t\right)$ for any $\eta>0$,

$$
\frac{d \widetilde{W}^{\eta}}{d \eta}(z, t)=\frac{2 \gamma}{\eta} \widetilde{W}^{\eta}(z, t) \quad \text { in a distributional sense and a.e. in } \mathbb{R}_{+}^{N+1} \times(0,1) \text {. }
$$

An integration yields

$$
\widetilde{W}^{\eta}(z, t)=\eta^{2 \gamma} \widetilde{W}(z, t) \quad \text { for all } \eta>0 \text { and a.e. in } \mathbb{R}_{+}^{N+1} \times(0,1) .
$$

Let $Y(z):=\widetilde{W}(z, 1)$. Then $\|Y\|_{\mathcal{L}}=1$ and

$$
\begin{equation*}
\widetilde{W}(z, t)=\widetilde{W}^{\sqrt{t}}(z, 1)=t^{\gamma} Y(z) \text { for a.e. } z \in \mathbb{R}_{+}^{N+1} \text { and a.e. } t \in(0,1) . \tag{6.110}
\end{equation*}
$$

Moreover, from (6.109) and (6.110), $Y \in \mathcal{H}$ and $Y$ satisfies

$$
\gamma \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} Y \phi G d z=\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla Y \cdot \nabla \phi G d z-\int_{\mathbb{R}^{N}} \frac{\mu}{|x|^{2 s}} \operatorname{Tr}(Y) \operatorname{Tr}(\phi) G(x, 0) d x
$$

for any $\phi \in C_{c}^{\infty}\left(\mathbb{R}_{+}^{N+1}\right)$, i.e. $\gamma$ is an eigenvalue of problem (6.12) and $Y$ is an associated eigenfunction. The proof is then complete.

Now we study the asymptotic behavior of $H(t)$ as $t \rightarrow 0^{+}$.
Proposition 6.6.3. Let $\gamma$ be as in (6.87). Then the limit $\lim _{t \rightarrow 0^{+}} t^{-2 \gamma} H(t)$ exists and it is finite.

Proof. Thanks to (6.88), we only need to show that the limit exists. By (6.73), Proposition 6.5.6, and (6.87),

$$
\begin{aligned}
\frac{d}{d t}\left(t^{-2 \gamma} H(t)\right) & =-2 \gamma t^{-2 \gamma-1} H(t)+t^{-2 \gamma} H^{\prime}(t)=2 t^{-2 \gamma-1}(t D(t)-\gamma H(t)) \\
& =2 t^{-2 \gamma-1} H(t) \int_{0}^{t}\left(\nu_{1}(\tau)+\nu_{2}(\tau)\right) d \tau
\end{aligned}
$$

for a.e. $t \in\left(0, T_{0}\right)$, where $\nu_{1}$ and $\nu_{2}$ have been defined in (6.85). An integration over $\left(t, T_{0}\right)$ yields

$$
\frac{H\left(T_{0}\right)}{T_{0}^{2 \gamma}}-\frac{H(t)}{t^{2 \gamma}}=\int_{t}^{T_{0}} 2 \rho^{-2 \gamma-1} H(\rho)\left(\int_{0}^{\rho} \nu_{1}(\tau) d \tau\right) d \rho+\int_{t}^{T_{0}} 2 \rho^{-2 \gamma-1} H(\rho)\left(\int_{0}^{\rho} \nu_{2}(\tau) d \tau\right) d \rho .
$$

Since by Proposition 6.5.6 it follows that $\nu_{1} \geq 0$, then the function

$$
t \rightarrow \int_{t}^{T_{0}} 2 \rho^{-2 \gamma-1} H(\rho)\left(\int_{0}^{\rho} \nu_{1}(\tau) d \tau\right) d \rho
$$

is non-increasing on $\left(0, T_{0}\right)$ and it has a limit as $t \rightarrow 0^{+}$. From (6.3), (6.41), Proposition 6.5.7 and Proposition 6.5 .8 we deduce that

$$
\left|\int_{0}^{\rho} \nu_{2}(\tau) d \tau\right| \leq \operatorname{const} \rho^{\delta}
$$

where $\delta:=\min \left\{\frac{\varepsilon}{2}, 1-\frac{1}{r}\right\}$. Then by (6.88)

$$
\left|2 \rho^{-2 \gamma-1} H(\rho)\left(\int_{0}^{\rho} \nu_{2}(\tau) d \tau\right) d \rho\right| \leq \operatorname{const} \rho^{-1+\delta}
$$

hence the function

$$
\rho \rightarrow 2 \rho^{-2 \gamma-1} H(\rho)\left(\int_{0}^{\rho} \nu_{2}(\tau) d \tau\right) d r
$$

belongs to $L^{1}\left(0, T_{0}\right)$. We conclude that limit $\lim _{t \rightarrow 0^{+}} t^{-2 \gamma} H(t)$ exists.
Proposition 6.6.4. Let $\gamma$ be as in (6.87). Then $\lim _{t \rightarrow 0^{+}} t^{-2 \gamma} H(t)>0$.
Proof. We argue by contradiction assuming that $\lim _{t \rightarrow 0^{+}} t^{-2 \gamma} H(t)=0$.
Since $V_{\lambda}(z, 1)=V\left(z, \lambda^{2}\right) \in \mathcal{H}$ and $h\left(\lambda x, \lambda^{2}\right) \operatorname{Tr}\left(V_{\lambda}\right)(x, 1) \in \mathcal{H}^{*}$ for a.e. $\lambda \in\left(0, \sqrt{T_{0}}\right)$, by Proposition 6.1 .5 we can expand them in $\mathcal{L}$ and $\mathcal{H}^{*}$ respectively as

$$
\begin{aligned}
V_{\lambda}(z, 1) & =\sum_{(n, j) \in \mathbb{N} \times(\mathbb{N} \backslash\{0\})} V_{n, j}(\lambda) \tilde{Y}_{n, j}(z) \\
h\left(\lambda x, \lambda^{2}\right) \operatorname{in} \operatorname{Lr}\left(V_{\lambda}\right)(x, 1)=\sum_{(n, j) \in \mathbb{N} \times(\mathbb{N} \backslash\{0\})} \xi_{n, j}(\lambda) \tilde{Y}_{n, j}(z) & \text { in } \mathcal{H}^{*}
\end{aligned}
$$

where

$$
\begin{align*}
& V_{n, j}(\lambda):=\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V_{\lambda}(z, 1) \widetilde{Y}_{n, j}(z) G(z) d z  \tag{6.111}\\
& \xi_{n, j}(\lambda):={ }_{\mathcal{H}^{*}}\left\langle h\left(\lambda \cdot, \lambda^{2}\right) \operatorname{Tr}\left(V_{\lambda}\right)(\cdot, 1), \widetilde{Y}_{n, j}\right\rangle_{\mathcal{H}} \\
& =\int_{\mathbb{R}^{N}} h\left(\lambda x, \lambda^{2}\right) v_{\lambda}(x, 1) \operatorname{Tr}\left(\widetilde{Y}_{n, j}\right) G(x, 0) d x \tag{6.112}
\end{align*}
$$

for a.e. $\lambda \in\left(0, \sqrt{T_{0}}\right)$. By Parseval's identity

$$
H\left(\lambda^{2}\right)=\sum_{(m, i) \in \mathbb{N} \times(\mathbb{N} \backslash\{0\})}\left(V_{m, i}(\lambda)\right)^{2} \geq\left(V_{n, j}(\lambda)\right)^{2}
$$

for any $\lambda \in\left(0, T_{0}\right)$ and $(n, j) \in \mathbb{N} \times(\mathbb{N} \backslash\{0\})$. Hence, from $\lim _{t \rightarrow 0^{+}} t^{-2 \gamma} H(t)=0$ we deduce that

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0^{+}} \lambda^{-2 \gamma} V_{n, j}(\lambda)=0 \quad \text { for any }(n, j) \in \mathbb{N} \times(\mathbb{N} \backslash\{0\}) \tag{6.113}
\end{equation*}
$$

By (6.90), Remarks 6.3.3, 6.3.5, and Proposition 6.3.6, it is easy to see that, for any $(n, j) \in$ $\mathbb{N} \times(\mathbb{N} \backslash\{0\}), V_{n, j}$ is absolute continuous on any closed sub-interval of $\left(0, \sqrt{T_{0}}\right)$ and

$$
\frac{d}{d \lambda} V_{n, j}(\lambda)=\mathcal{H}_{\mathcal{H}^{*}}\left\langle\frac{d}{d \lambda} V_{\lambda}(\cdot, 1), \widetilde{Y}_{n, j}\right\rangle_{\mathcal{H}}=\left(\frac{d}{d \lambda} V_{\lambda}(\cdot, 1), \widetilde{Y}_{n, j}\right)_{\mathcal{L}}=2 \lambda\left(V_{t}\left(\cdot, \lambda^{2}\right), \widetilde{Y}_{n, j}\right)_{\mathcal{L}}
$$

a.e. and in a distributional sense in $\left(0, \sqrt{T_{0}}\right)$. Furthermore, for any $(n, j) \in \mathbb{N} \times(\mathbb{N} \backslash\{0\})$, since $\widetilde{Y}_{n, j}$ is an eigenfunction of problem (6.12) we have that

$$
\begin{aligned}
& 2 \lambda \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V_{t}\left(z, \lambda^{2}\right) \widetilde{Y}_{n, j}(z) G(z) d z=\frac{2}{\lambda}\left(\int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} \nabla V\left(\cdot, \lambda^{2}\right) \cdot \nabla \widetilde{Y}_{n, j} G d z\right. \\
& \left.\quad-\quad \int_{\mathbb{R}^{N}}\left(\frac{\mu}{|x|^{2 s}} v\left(x, \lambda^{2}\right) \operatorname{Tr}\left(\widetilde{Y}_{n, j}\right)+\lambda^{2 s} h\left(\lambda x, \lambda^{2}\right) v\left(x, \lambda^{2}\right) \operatorname{Tr}\left(\widetilde{Y}_{n, j}\right)\right) G(x, 0) d x\right) \\
& =\frac{2}{\lambda} \gamma_{n, j} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V\left(\cdot, \lambda^{2}\right) \tilde{Y}_{n, j} G d z \\
& \quad-2 \lambda^{2 s-1} \int_{\mathbb{R}^{N}} h\left(\lambda x, \lambda^{2}\right) v\left(x, \lambda^{2}\right) \operatorname{Tr}\left(\tilde{Y}_{n, j}\right) G(x, 0) d x=\frac{2}{\lambda} \gamma_{n, j} V_{n, j}(\lambda)-2 \lambda^{2 s-1} \xi_{n, j}(\lambda),
\end{aligned}
$$

for a.e. $\lambda \in\left(0, \sqrt{T_{0}}\right)$, by (6.49), (6.111) and (6.112). In conclusion we have proved that, for any $(n, j) \in \mathbb{N} \times(\mathbb{N} \backslash\{0\})$,

$$
\frac{d}{d \lambda} V_{n, j}(\lambda)=\frac{2}{\lambda} \gamma_{n, j} V_{n, j}(\lambda)-2 \lambda^{2 s-1} \xi_{n, j}(\lambda)
$$

for a.e. $\lambda \in\left(0, \sqrt{T_{0}}\right)$ and in a distributional sense. An integration yields

$$
\begin{equation*}
V_{n, j}(\bar{\lambda})=\bar{\lambda}^{2 \gamma_{n, j}}\left(\lambda^{-2 \gamma_{n, j}} V_{n, j}(\lambda)+2 \int_{\bar{\lambda}}^{\lambda} \tau^{2 s-1-2 \gamma_{n, j}} \xi_{n, j}(\tau) d \tau\right) \tag{6.114}
\end{equation*}
$$

for any $\bar{\lambda}, \lambda \in\left(0, \sqrt{T_{0}}\right)$.
Thanks to Proposition 6.6.2, there exists an eigenvalue $\gamma_{m_{0}, k_{0}}$ of (6.12) such that $\gamma=$ $\gamma_{m_{0}, k_{0}}$. Then, for any $(n, j) \in J_{0}$ (see (6.26)), we can estimate $\xi_{n, j}$ as follows. From the Hölder inequality, the fact that $\widetilde{Y}_{n, j} \in \mathcal{H},(6.38)$, and (6.39) it follows that

$$
\begin{aligned}
& \lambda^{2 s}\left|\xi_{n, j}(\lambda)\right|=\lambda^{2 s}\left|\int_{\mathbb{R}^{N}} h\left(\lambda x, \lambda^{2}\right) v\left(x, \lambda^{2}\right) \operatorname{Tr}\left(\tilde{Y}_{n, j}\right)(x) G(x, 0) d x\right| \\
& \leq\left(\int_{\mathbb{R}^{N}} \lambda^{2 s}\left|h\left(\lambda x, \lambda^{2}\right) \| v\left(x, \lambda^{2}\right)\right|^{2} G(x, 0) d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{N}} \lambda^{2 s}\left|h\left(\lambda x, \lambda^{2}\right) \| \operatorname{Tr}\left(\tilde{Y}_{n, j}\right)\right|^{2} G(x, 0) d x\right)^{\frac{1}{2}} \\
& \leq \text { const } \lambda^{\varepsilon+2 \gamma}
\end{aligned}
$$

for any $\lambda \in\left(0, \sqrt{T_{0}}\right)$, where Proposition 6.5.8 and (6.88) have been used.
It follows that $\tau \rightarrow \tau^{2 s-1-2 \gamma} \xi_{n, j}(\tau)$ belongs to $L^{1}\left(0, \sqrt{T_{0}}\right)$ for any $(n, j) \in J_{0}$. Passing to the limit as $\bar{\lambda} \rightarrow 0^{+}$in (6.114), from (6.113) we deduce that

$$
\begin{equation*}
V_{n, j}(\lambda)=-2 \lambda^{2 \gamma} \int_{0}^{\lambda} \tau^{2 s-1-2 \gamma} \xi_{n, j}(\tau) d \tau \quad \text { for any }(n, j) \in J_{0} . \tag{6.116}
\end{equation*}
$$

Combining (6.115) and (6.116) we obtain that

$$
\left|V_{n, j}(\lambda)\right| \leq \text { const } \lambda^{\varepsilon+2 \gamma} \quad \text { for any } \lambda \in\left(0, \sqrt{T_{0}}\right) \text { and some const }>0 \text { independent of } \lambda \text {. }
$$

Fixing some $\sigma \in(0, \varepsilon)$, by (6.89) there exists a constant $K(\sigma)>0$ such that, for any $\lambda \in$ ( $0, \sqrt{T_{0}}$ ),

$$
H\left(\lambda^{2}\right) \geq K(\sigma) \lambda^{2(2 \gamma+\sigma)} .
$$

We conclude that

$$
\begin{equation*}
\frac{\left|V_{n, j}(\lambda)\right|}{\sqrt{H\left(\lambda^{2}\right)}}=O\left(\lambda^{\varepsilon-\sigma}\right)=o(1) \quad \text { as } \lambda \rightarrow 0^{+} . \tag{6.117}
\end{equation*}
$$

On the other hand, for any sequence $\lambda_{i} \rightarrow 0^{+}$, Proposition 6.6.2 provides a subsequence $\lambda_{i_{k}} \rightarrow 0^{+}$and an eigenfunction $Y$ of (6.12) associated to the eigenvalue $\gamma$ such that

$$
\frac{V_{\lambda_{i_{k}}}(\cdot, 1)}{\sqrt{H\left(\lambda_{i_{k}}^{2}\right)}} \rightarrow Y \quad \text { strongly in } \mathcal{L} \text { as } k \rightarrow \infty
$$

In particular, for any $(n, j) \in J_{0}$,

$$
\begin{equation*}
\frac{V_{n, j}\left(\lambda_{i_{k}}\right)}{\sqrt{H\left(\lambda_{i_{k}}^{2}\right)}}=\left(\frac{V_{\lambda_{i_{k}}}(\cdot, 1)}{\sqrt{H\left(\lambda_{i_{k}}^{2}\right)}}, \tilde{Y}_{n, j}\right)_{\mathcal{L}} \rightarrow\left(Y, \widetilde{Y}_{n, j}\right)_{\mathcal{L}} \quad \text { as } k \rightarrow \infty \tag{6.118}
\end{equation*}
$$

From (6.117) and (6.118) we deduce that $\left(Y, \widetilde{Y}_{n, j}\right)_{\mathcal{L}}=0$ for any $(n, j) \in J_{0}$. We conclude that $Y \equiv 0$, a contradiction.

Proof of Theorems 6.1.6 and 6.1.7. In view of Proposition 6.6.2, there exists an eigenvalue $\gamma_{m_{0}, k_{0}}$ of problem (6.12) such that (6.25) holds. Let $J_{0}$ be as in (6.26) and $\lambda_{i} \rightarrow 0^{+}$ as $i \rightarrow+\infty$. Thanks to Proposition 6.6.2 and Proposition 6.6.4 there exists a subsequence $\left\{\lambda_{i_{k}}\right\}_{k \in \mathbb{N}}$ and real numbers $\left\{\beta_{n, j}:(n, j) \in J_{0}\right\}$ such that $\beta_{\tilde{n}, \tilde{j}} \neq 0$ for some $(\tilde{n}, \tilde{j}) \in J_{0}$ and, for any $\tau \in(0,1)$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{\tau}^{1}\left\|\lambda_{i_{k}}^{-2 \gamma_{m_{0}, k_{0}}} V\left(z, \lambda_{i_{k}}^{2} t\right)-t^{\gamma_{m_{0}, k_{0}}} \sum_{(n, j) \in J_{0}} \beta_{n, j} \widetilde{Y}_{n, j}(z)\right\|_{\mathcal{H}}^{2} d t=0 \tag{6.119}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{t \in[\tau, 1]}\left\|\lambda_{i_{k}}^{-2 \gamma_{m_{0}}, k_{0}} V\left(z, \lambda_{i_{k}}^{2} t\right)-t^{\gamma_{m_{0}}, k_{0}} \sum_{(n, j) \in J_{0}} \beta_{n, j} \widetilde{Y}_{n, j}(z)\right\|_{\mathcal{L}}^{2}=0 . \tag{6.120}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\lambda_{i_{k}}^{-2 \gamma_{m_{0}, k_{0}}} V\left(z, \lambda_{i_{k}}^{2}\right) \rightarrow \sum_{(n, j) \in J_{0}} \beta_{n, j} \tilde{Y}_{n, j}(z) \quad \text { strongly in } \mathcal{L} \text { as } k \rightarrow \infty . \tag{6.121}
\end{equation*}
$$

Let us prove that $\left\{\beta_{n, j}:(n, j) \in J_{0}\right\}$ depends neither on the sequence $\left\{\lambda_{i}\right\}_{i \in \mathbb{N}}$ nor on its subsequence $\left\{\lambda_{i_{k}}\right\}_{k \in \mathbb{N}}$. Let $\Lambda \in\left(0, \sqrt{T_{0}}\right)$ and let $V_{n, j}, \xi_{n, j}$ be as in (6.111) and (6.112) respectively. From (6.121) we obtain that, for any $(n, j) \in J_{0}$,

$$
\lambda_{i_{k}}^{-2 \gamma_{m_{0}, k_{0}}} V_{n, j}\left(\lambda_{i_{k}}\right) \rightarrow \beta_{n, j} \quad \text { as } k \rightarrow \infty .
$$

By (6.114), for any $(n, j) \in J_{0}$ and $\lambda \in(0, \Lambda)$,

$$
V_{n, j}(\lambda)=\lambda^{2 \gamma_{m_{0}, k_{0}}}\left(\Lambda^{-2 \gamma_{m_{0}, k_{0}}} V_{n, j}(\Lambda)+2 \int_{\lambda}^{\Lambda} \tau^{2 s-1-2 \gamma_{m_{0}, j_{0}}} \xi_{n, j}(\tau) d \tau\right) .
$$

Furthermore, proceeding as in Proposition 6.6.4, we can prove that $\tau \rightarrow \tau^{2 s-1-2 \gamma_{m_{0}, j}} \xi_{n, j}(\tau)$ belongs to $L^{1}\left(0, \sqrt{T_{0}}\right)$. Hence

$$
\begin{aligned}
\beta_{n, j}= & \Lambda^{-2 \gamma_{m_{0}, k_{0}}} V_{n, j}(\Lambda)+2 \int_{0}^{\Lambda} \tau^{2 s-1-2 \gamma_{m_{0}, j_{0}}} \xi_{n, j}(\tau) d \tau \\
= & \Lambda^{-2 \gamma_{m_{0}, k_{0}}} \int_{\mathbb{R}_{+}^{N+1}} y^{1-2 s} V\left(z, \Lambda^{2}\right) \widetilde{Y}_{n, j}(z) G(z) d z \\
& +2 \int_{0}^{\Lambda} \tau^{2 s-1-2 \gamma_{m_{0}, k_{0}}}\left(\int_{\mathbb{R}^{N}} h\left(\tau x, \tau^{2}\right) v\left(x, \tau^{2}\right) \operatorname{Tr}\left(\widetilde{Y}_{n, j}\right)(x) G(x, 0) d x\right) d \tau
\end{aligned}
$$

so that $\beta_{n, j}$ depends neither on the sequence $\left\{\lambda_{i}\right\}_{i \in \mathbb{N}}$ nor on its subsequence $\left\{\lambda_{i_{k}}\right\}_{k \in \mathbb{N}}$ for any $(n, j) \in J_{0}$. Then, by the Urysohn subsequence principle, we conclude that the convergences in (6.119) and (6.120) actually hold as $\lambda \rightarrow 0^{+}$, thus proving Theorem 6.1.6. Theorem 6.1.7 follows from Theorem 6.1.6 and the continuity of the trace operator $\operatorname{Tr}$ from $\mathcal{H}$ into $L^{2}\left(\mathbb{R}^{N}, G(x, 0)\right)$, see Proposition 6.2.3.

The strong unique continuation principles stated in Corollaries 6.1.8 and 6.1.9 easily follow from Theorem 6.1.6 and Theorem 6.1.7.

Proof of Corollaries 6.1.8 and 6.1.9. We start by proving Corollary 6.1.8. Let us assume by contradiction that $W \not \equiv 0$ on $\mathbb{R}_{+}^{N+1} \times(-T, 0)$ and let $\gamma_{m_{0}, k_{0}}$ be as in Theorem 6.1.6. In view of (6.28) we have that

$$
\lim _{\lambda \rightarrow 0^{+}} \lambda^{-2 \gamma_{m_{0}}, k_{0}} t^{-\gamma_{m_{0}}, k_{0}} W\left(\lambda z \sqrt{t},-\lambda^{2} t\right)=0 \quad \text { for a.e. }(z, t) \in \mathbb{R}_{+}^{N+1} \times(0,1) .
$$

On the other hand, by Theorem 6.1.6 there exists $Y \in \mathcal{H} \backslash\{0\}$ such that $Y$ is an eigenfunction of problem (6.12) and, for a.e. $z \in \mathbb{R}_{+}^{N+1}$ and $t \in(0,1)$,

$$
\lim _{n \rightarrow \infty} \lambda_{n}^{-2 \gamma_{m_{0}, k_{0}}} t^{-\gamma_{m_{0}, k_{0}}} W\left(\lambda_{n} z \sqrt{t},-\lambda_{n}^{2} t\right)=Y(z),
$$

along a sequence $\lambda_{n} \rightarrow 0^{+}$. We conclude that $Y \equiv 0$, thus reaching a contradiction. In the same way, we can deduce Corollary 6.1.9 from Theorem 6.1.7, in view of Proposition 6.4.4.

## Part III

## Spectral Stability for <br> Aharonov-Bohm operators

## Chapter 7

## Quantitative spectral stability for Aharonov-Bohm operators with many coalescing poles

### 7.1 Statement of the main results

To give a variational formulation of problem (1.9), we introduce the space $H^{1, \varepsilon}(\Omega, \mathbb{C})$, defined as the completion of

$$
\left\{\phi \in H^{1}(\Omega, \mathbb{C}) \cap C^{\infty}(\Omega, \mathbb{C}): \phi \equiv 0 \text { in a neighbourhood of } a_{\varepsilon}^{j} \text { for all } j=1, \ldots, k\right\}
$$

with respect to the norm

$$
\begin{equation*}
\|w\|_{H^{1, \varepsilon}(\Omega, \mathbb{C})}:=\left(\|w\|_{L^{2}(\Omega, \mathbb{C})}^{2}+\|\nabla w\|_{L^{2}\left(\Omega, \mathbb{C}^{2}\right)}^{2}+\sum_{j=1}^{k}\left\|\frac{w}{\left|-a_{\varepsilon}^{j}\right|}\right\|_{L^{2}(\Omega, \mathbb{C})}^{2}\right)^{1 / 2} \tag{7.1}
\end{equation*}
$$

We observe that $H^{1, \varepsilon}(\Omega, \mathbb{C})=\left\{u \in H^{1}(\Omega, \mathbb{C}): \frac{u}{\left|\cdot-a_{\varepsilon}^{j}\right|} \in L^{2}(\Omega, \mathbb{C})\right.$ for all $\left.j=1, \ldots, k\right\}$.
In [95] (see also [15] and [66, Lemma 3.1, Remark 3.2]), the following local magnetic Hardy-type inequality

$$
\int_{B_{r}(b)}\left|i \nabla w+A_{b}^{\rho} w\right|^{2} d x \geq\left(\min _{j \in \mathbb{Z}}|j-\rho|\right)^{2} \int_{B_{r}(b)} \frac{|w(x)|^{2}}{|x-b|^{2}} d x
$$

is proved for every $b \in \mathbb{R}^{2}$ and $w \in C_{\mathrm{c}}^{\infty}\left(\overline{\bar{B}_{r}(b)} \backslash\{b\}, \mathbb{C}\right)$. It follows that the norm (7.1) is equivalent to the norm

$$
\left(\left\|\left(i \nabla+\mathcal{A}_{\varepsilon}\right) u\right\|_{L^{2}\left(\Omega, \mathbb{C}^{2}\right)}^{2}+\|u\|_{L^{2}(\Omega, \mathbb{C})}^{2}\right)^{1 / 2}
$$

To deal with homogeneous Dirichlet boundary conditions, we introduce the space $H_{0}^{1, \varepsilon}(\Omega, \mathbb{C})$ defined as the closure of $C_{\mathrm{c}}^{\infty}\left(\Omega \backslash\left\{a_{\varepsilon}^{1}, \ldots, a_{\varepsilon}^{k}\right\}\right)$ in $H^{1, \varepsilon}(\Omega, \mathbb{C})$. The space $H_{0}^{1, \varepsilon}(\Omega, \mathbb{C})$ can be explicitly characterized as

$$
H_{0}^{1, \varepsilon}(\Omega, \mathbb{C})=\left\{w \in H_{0}^{1}(\Omega, \mathbb{C}): \frac{w}{\left|\cdot-a_{\varepsilon}^{j}\right|} \in L^{2}(\Omega, \mathbb{C}) \text { for all } j=1, \ldots, k\right\}
$$



Figure 7.1: The sets $\Gamma_{\varepsilon}, \Gamma_{0}, S_{\varepsilon}^{j}\left(1 \leq j \leq k_{1}+k_{2}\right)$.

We say that $\lambda \in \mathbb{R}$ is an eigenvalue of (1.9) if there exists $u \in H_{0}^{1, \varepsilon}(\Omega, \mathbb{C}) \backslash\{0\}$ (called eigenfunction) such that

$$
\begin{equation*}
\int_{\Omega}\left(i \nabla+\mathcal{A}_{\varepsilon}\right) u \cdot \overline{\left(i \nabla+\mathcal{A}_{\varepsilon}\right) w} d x=\lambda \int_{\Omega} u \bar{w} d x \quad \text { for all } w \in H_{0}^{1, \varepsilon}(\Omega, \mathbb{C}) \tag{7.2}
\end{equation*}
$$

We recall from the introduction that the eigenvalue problem (1.9) (and hence (7.2)) admits a diverging sequence of real positive eigenvalues

$$
\lambda_{\varepsilon, 1} \leq \lambda_{\varepsilon, 2} \leq \lambda_{\varepsilon, 3} \leq \cdots
$$

repeated in the enumeration according to their multiplicity.
In a similar way, the variational formulation of (1.10) in the case $k$ odd (corresponding to a problem of type (1.9) with only one pole located at 0 ) can be be given in the functional space $\left\{w \in H_{0}^{1}(\Omega, \mathbb{C}): \frac{w}{|x|} \in L^{2}(\Omega, \mathbb{C})\right\}$. In the case $k$ even, instead, (1.10) takes the form of the classical eigenvalue problem for the Dirichlet Laplacian, whose variational formulation is well known. In both cases, (1.10) admits a diverging sequence of real positive eigenvalues

$$
\lambda_{0,1} \leq \lambda_{0,2} \leq \lambda_{0,3} \leq \cdots,
$$

repeated according to their multiplicity.
A suitable gauge transformation allows us to obtain equivalent formulations of (1.9) and (1.10) as eigenvalue problems for the Laplacian in domains with straight cracks. For every $\varepsilon \in[0,1]$ we define

$$
\begin{aligned}
\Sigma^{j} & :=\left\{t a^{j}: t \in \mathbb{R}\right\} \quad \text { for all } j=1, \ldots, k_{1}+k_{2}, \\
\Gamma_{\varepsilon}^{j} & :=\left\{t a^{j}: t \in(-\infty, \varepsilon]\right\}, \quad S_{\varepsilon}^{j}:=\left\{t a^{j}: t \in[0, \varepsilon]\right\} \quad \text { for all } j=1, \ldots, k_{1}, \\
S_{\varepsilon}^{j} & :=\left\{t a^{j}+(\varepsilon-t) a^{j+k_{2}}: t \in[0, \varepsilon]\right\} \quad \text { for all } j=k_{1}+1, \ldots, k_{1}+k_{2}, \\
\Gamma_{\varepsilon} & :=\left(\bigcup_{j=1}^{k_{1}} \Gamma_{\varepsilon}^{j}\right) \cup\left(\bigcup_{j=k_{1}+1}^{k_{1}+k_{2}} S_{\varepsilon}^{j}\right),
\end{aligned}
$$

see 7.1. We note that, for every $j=1, \ldots, k_{1}, \Gamma_{0}^{j}=\Gamma_{\varepsilon}^{j} \backslash S_{\varepsilon}^{j}$ is the straight half-line starting at 0 with slope $\alpha_{j}+\pi$. For every $\varepsilon \in[0,1]$, we consider the functional space $\mathcal{H}_{\varepsilon}$ defined as the closure of

$$
\left\{w \in H^{1}\left(\Omega \backslash \Gamma_{\varepsilon}\right)=H^{1}\left(\Omega \backslash \Gamma_{\varepsilon}, \mathbb{R}\right): w=0 \text { on a neighbourhood of } \partial \Omega\right\}
$$

in $H^{1}\left(\Omega \backslash \Gamma_{\varepsilon}\right)$ endowed with the norm $\|w\|_{H^{1}\left(\Omega \backslash \Gamma_{\varepsilon}\right)}=\|\nabla w\|_{L^{2}\left(\Omega \backslash \Gamma_{\varepsilon}\right)}+\|w\|_{L^{2}(\Omega)}$. From the Poincaré type inequality stated in Proposition 7.2.2, it follows that

$$
\|w\|_{\mathcal{H}_{\varepsilon}}:=\left(\int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x\right)^{1 / 2}
$$

is a norm on $\mathcal{H}_{\varepsilon}$ equivalent to $\|w\|_{H^{1}\left(\Omega \backslash \Gamma_{\varepsilon}\right)}$. The corresponding scalar product is denoted as $(\cdot, \cdot)_{\mathcal{H}_{\varepsilon}}$.

For every $j=1, \ldots, k_{1}+k_{2}$, with the notation $\nu^{j}:=\left(-\sin \left(\alpha^{j}\right), \cos \left(\alpha^{j}\right)\right)$ we consider the half-planes

$$
\pi_{+}^{j}:=\left\{x \in \mathbb{R}^{2}: x \cdot \nu^{j}>0\right\} \quad \text { and } \quad \pi_{-}^{j}:=\left\{x \in \mathbb{R}^{2}: x \cdot \nu^{j}<0\right\} .
$$

We observe that $\nu^{j}$ is the unit outer normal vector to $\pi_{-}^{j}$ on $\partial \pi_{-}^{j}$. In view of classical trace results and embedding theorems for fractional Sobolev spaces in dimension 1, for every $j=1, \ldots, k_{1}+k_{2}$ and $p \in[2,+\infty)$ there exist continuous trace operators

$$
\begin{equation*}
\gamma_{+}^{j}: H^{1}\left(\pi_{+}^{j} \backslash \Gamma_{1}\right) \rightarrow L^{p}\left(\Sigma^{j}\right) \quad \text { and } \quad \gamma_{-}^{j}: H^{1}\left(\pi_{-}^{j} \backslash \Gamma_{1}\right) \rightarrow L^{p}\left(\Sigma^{j}\right) . \tag{7.3}
\end{equation*}
$$

We also define the trace operators

$$
\begin{equation*}
T^{j}: H^{1}\left(\mathbb{R}^{2} \backslash \Gamma_{1}\right) \rightarrow L^{p}\left(\Sigma^{j}\right), \quad T^{j}(w):=\gamma_{+}^{j}\left(\left.w\right|_{\pi_{+}^{j}}\right)+\gamma_{-}^{j}\left(\left.w\right|_{\pi_{-}^{j}}\right), \tag{7.4}
\end{equation*}
$$

for every $j=1, \ldots, k_{1}+k_{2}$ and $p \in[2,+\infty)$. For every $\varepsilon \in[0,1]$, the restrictions to $\mathcal{H}_{\varepsilon}$ of the operators $\gamma_{+}^{j}, \gamma_{-}^{j}$ and $T^{j}$ are linear and continuous, since any element of $\mathcal{H}_{\varepsilon}$ can be trivially extended by 0 to an element of $H^{1}\left(\mathbb{R}^{2} \backslash \Gamma_{1}\right)$; furthermore, due to the boundedness of $\Omega$, such restrictions are continuous and compact from $\mathcal{H}_{\varepsilon}$ into $L^{p}\left(\Sigma^{j} \cap \Omega\right)$ for all $p \in[1,+\infty)$.

For every $\varepsilon \in(0,1]$, we define the space

$$
\tilde{\mathcal{H}}_{\varepsilon}:=\left\{\begin{array}{ll}
w \in \mathcal{H}_{\varepsilon}: & T^{j}(w)=0 \text { on } \Gamma_{\varepsilon}^{j} \text { for all } j=1, \ldots, k_{1},  \tag{7.5}\\
& T^{j}(w)=0 \text { on } S_{\varepsilon}^{j} \text { for all } j=k_{1}+1, \ldots, k_{1}+k_{2}
\end{array}\right\},
$$

and, for $\varepsilon=0$,

$$
\begin{equation*}
\widetilde{\mathcal{H}}_{0}:=\left\{w \in \mathcal{H}_{0}: T^{j}(w)=0 \text { on } \Gamma_{0}^{j} \text { for all } j=1, \ldots, k_{1}\right\} . \tag{7.6}
\end{equation*}
$$

In Section 7.2.3 we construct a function

$$
\begin{equation*}
\Theta_{\varepsilon}: \mathbb{R}^{2} \backslash\left\{a_{\varepsilon}^{j}: j=1, \ldots, k\right\} \rightarrow \mathbb{R} \tag{7.7}
\end{equation*}
$$

such that

$$
\left\{\begin{array}{l}
\Theta_{\varepsilon} \in C^{\infty}\left(\mathbb{R}^{2} \backslash \Gamma_{\varepsilon}\right)  \tag{7.8}\\
\nabla \Theta_{\varepsilon} \text { can be extended to be in } C^{\infty}\left(\mathbb{R}^{2} \backslash\left\{a_{\varepsilon}^{j}: j=1, \ldots, k\right\}\right) \text { with } \nabla \Theta_{\varepsilon}=\mathcal{A}_{\varepsilon},
\end{array}\right.
$$

see (7.46) for the definition of $\Theta_{\varepsilon}$. The phase multiplication

$$
\begin{equation*}
u(x) \mapsto v(x):=e^{-i \Theta_{\varepsilon}(x)} u(x), \quad x \in \Omega \backslash \Gamma_{\varepsilon}, \tag{7.9}
\end{equation*}
$$

transforms any solution $u$ to problem (1.9) into a solution $v$ to

$$
\begin{cases}-\Delta v=\lambda v, & \text { in } \Omega \backslash \Gamma_{\varepsilon},  \tag{7.10}\\ v=0, & \text { on } \partial \Omega, \\ T^{j}(v)=0, & \text { on } \Gamma_{\varepsilon}^{j} \text { for all } j=1, \ldots, k_{1}, \\ T^{j}\left(\nabla v \cdot \nu^{j}\right)=0, & \text { on } \Gamma_{\varepsilon}^{j} \text { for all } j=1, \ldots, k_{1}, \\ T^{j}(v)=0, & \text { on } S_{\varepsilon}^{j} \text { for all } j=k_{1}+1, \ldots, k_{1}+k_{2}, \\ T^{j}\left(\nabla v \cdot \nu^{j}\right)=0, & \text { on } S_{\varepsilon}^{j} \text { for all } j=k_{1}+1, \ldots, k_{1}+k_{2},\end{cases}
$$

In (7.48) we also define a function

$$
\begin{equation*}
\Theta_{0}: \mathbb{R}^{2} \backslash\{0\} \rightarrow \mathbb{R} \tag{7.11}
\end{equation*}
$$

satisfying

$$
\left\{\begin{array}{l}
\Theta_{0} \in C^{\infty}\left(\mathbb{R}^{2} \backslash \Gamma_{0}\right)  \tag{7.12}\\
\nabla \Theta_{0} \text { can be extended to be in } C^{\infty}\left(\mathbb{R}^{2} \backslash\{0\}\right) \text { with } \nabla \Theta_{0}=\frac{1+(-1)^{k+1}}{2} A_{0} .
\end{array}\right.
$$

The gauge transformation

$$
\begin{equation*}
u(x) \mapsto v(x):=e^{-i \Theta_{0}(x)} u(x), \quad x \in \Omega \backslash \Gamma_{0}, \tag{7.13}
\end{equation*}
$$

shows that the limit eigenvalue problem (1.10) is equivalent to

$$
\begin{cases}-\Delta v=\lambda v, & \text { in } \Omega \backslash \Gamma_{0},  \tag{7.14}\\ v=0, & \text { on } \partial \Omega, \\ T^{j}(v)=0, & \text { on } \Gamma_{0}^{j} \text { for all } j=1, \ldots, k_{1}, \\ T^{j}\left(\nabla v \cdot \nu^{j}\right)=0, & \text { on } \Gamma_{0}^{j} \text { for all } j=1, \ldots, k_{1},\end{cases}
$$

in the sense that the two problems have the same eigenvalues and their eigenfunctions match each other via the phase multiplication (7.13), see Section 7.2.3 for details. Therefore, under assumption (1.15), $\lambda_{0, n_{0}}$ is also a simple eigenvalue of (7.14). Let

$$
\begin{equation*}
v_{0} \text { be an eigenfunction of (7.14) associated to } \lambda_{0, n_{0}} \text { such that }\left\|v_{0}\right\|_{L^{2}(\Omega)}=1 ; \tag{7.15}
\end{equation*}
$$

it is not restrictive to assume that $v_{0}$ is real-valued, see Remark 7.2.5. Once $v_{0}$ is fixed as above, for every $\varepsilon \in(0,1]$ we define

$$
\begin{equation*}
L_{\varepsilon}: \mathcal{H}_{1} \rightarrow \mathbb{R}, \quad L_{\varepsilon}(w):=2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{\varepsilon}^{j}} \nabla v_{0} \cdot \nu^{j} \gamma_{+}^{j}(w) d S \tag{7.16}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{\varepsilon}: \mathcal{H}_{\varepsilon} \rightarrow \mathbb{R}, \quad J_{\varepsilon}(w):=\frac{1}{2} \int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x+L_{\varepsilon}(w) . \tag{7.17}
\end{equation*}
$$

As proved in Proposition 7.3.2, for every $\varepsilon \in(0,1]$ there exists a unique $V_{\varepsilon} \in \mathcal{H}_{\varepsilon}$ such that

$$
\begin{equation*}
V_{\varepsilon}-v_{0} \in \widetilde{\mathcal{H}}_{\varepsilon} \quad \text { and } \quad J_{\varepsilon}\left(V_{\varepsilon}\right)=\min \left\{J_{\varepsilon}(w): w \in \mathcal{H}_{\varepsilon} \text { and } w-v_{0} \in \widetilde{\mathcal{H}}_{\varepsilon}\right\} . \tag{7.18}
\end{equation*}
$$

Our first main result is the following expansion of the eigenvalue variation $\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}$ in terms of

$$
\begin{equation*}
\mathcal{E}_{\varepsilon}=J_{\varepsilon}\left(V_{\varepsilon}\right) \tag{7.19}
\end{equation*}
$$

and $L_{\varepsilon}\left(v_{0}\right)$.

Theorem 7.1.1. Under assumption (1.15), let $v_{0}$ be as in (7.15). Then

$$
\begin{equation*}
\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}=2\left(\mathcal{E}_{\varepsilon}-L_{\varepsilon}\left(v_{0}\right)\right)+o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}\right) \quad \text { as } \varepsilon \rightarrow 0^{+}, \tag{7.20}
\end{equation*}
$$

where $\mathcal{E}_{\varepsilon}$ and $V_{\varepsilon}$ are defined in (7.19) and (7.18), respectively.

### 7.1.1 The case $k$ odd

For $k$ odd, the asymptotic behaviour of $\mathcal{E}_{\varepsilon}$ as $\varepsilon \rightarrow 0^{+}$can be quantified in terms of the vanishing order of $v_{0}$ at the collision point 0 . Indeed, as detailed in Proposition 7.2.6, if $k$ is odd, there exists $\beta \in \mathbb{R} \backslash\{0\}$ such that, as $\varepsilon \rightarrow 0^{+}$,

$$
\begin{equation*}
\varepsilon^{-\frac{m}{2}} v_{0}(\varepsilon \cos t, \varepsilon \sin t) \rightarrow \beta f(t) \sin \left(\frac{m}{2}\left(t-\alpha_{0}\right)\right) \tag{7.21}
\end{equation*}
$$

in $C^{1, \tau}\left([0,2 \pi] \backslash\left\{\alpha^{j}+\pi\right\}_{j=1}^{k_{1}}, \mathbb{R}\right)$ for all $\tau \in(0,1)$, where $m \in \mathbb{N}$ is odd and corresponds to the number of nodal lines of $v_{0}$ meeting at 0 (which equals the number of nodal lines of eigenfunctions of (1.10) associated to $\left.\lambda_{0, n_{0}}\right), \alpha_{0} \in\left[0, \frac{2 \pi}{m}\right)$ is the minimal slope of such nodal lines, and

$$
\begin{equation*}
f:[0,2 \pi] \rightarrow\{-1,1\}, \quad f(t):=\prod_{j=1}^{k_{1}}(-1)^{\chi_{\left[\alpha^{j}+\pi, 2 \pi\right)}(t)}, \tag{7.22}
\end{equation*}
$$

where

$$
\chi_{\left[\alpha^{j}+\pi, 2 \pi\right)}(t):= \begin{cases}0, & \text { if } t \in\left[0, \alpha^{j}+\pi\right),  \tag{7.23}\\ 1, & \text { if } t \in\left[\alpha^{j}+\pi, 2 \pi\right) .\end{cases}
$$

From (7.21) we realize that the $m$ nodal lines of $v_{0}$ which meet at 0 are tangent to the $m$ straight half-lines

$$
\mathcal{R}_{j}=\left\{\left(\cos \left(\alpha_{0}+j \frac{2 \pi}{m}\right), \sin \left(\alpha_{0}+j \frac{2 \pi}{m}\right)\right) r: r \geq 0\right\}, \quad j=0,1, \ldots, m-1,
$$

which divide the whole $2 \pi$-angle into $m$ equal sectors. We define the functional space

$$
\tilde{\mathcal{X}}:=\left\{\begin{align*}
w \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right): & w \in H^{1}\left(B_{r} \backslash \Gamma_{1}\right) \text { for all } r>0,  \tag{7.24}\\
& \nabla w \in L^{2}\left(\mathbb{R}^{2} \backslash \Gamma_{1}, \mathbb{R}^{2}\right), T^{j}(w)=0 \text { on } \Gamma_{0}^{j} \text { for } j=1, \ldots, k_{1}
\end{align*}\right\},
$$

and consider its closed subspace

$$
\begin{equation*}
\widetilde{\mathcal{H}}:=\left\{w \in \tilde{\mathcal{X}}: T^{j}(w)=0 \text { on } S_{1}^{j} \text { for any } j=1, \ldots, k_{1}+k_{2}\right\} . \tag{7.25}
\end{equation*}
$$

Letting

$$
\begin{equation*}
\Psi_{0}(x)=\Psi_{0}(r \cos t, r \sin t)=\beta r^{\frac{m}{2}} f(t) \sin \left(\frac{m}{2}\left(t-\alpha_{0}\right)\right) \tag{7.26}
\end{equation*}
$$

with $f, m, \beta$, and $\alpha_{0}$ as in (7.21), we observe that the nodal set of $\Psi_{0}$ is given by $\bigcup_{j=0}^{m-1} \mathcal{R}_{j}$. We define

$$
\begin{equation*}
L: \widetilde{\mathcal{X}} \rightarrow \mathbb{R}, \quad L(w):=2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} \nabla \Psi_{0} \cdot \nu^{j} \gamma_{+}^{j}(w) d S \tag{7.27}
\end{equation*}
$$

and

$$
\begin{equation*}
J: \tilde{\mathcal{X}} \rightarrow \mathbb{R}, \quad J(w):=\frac{1}{2} \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}|\nabla w|^{2} d x+L(w) . \tag{7.28}
\end{equation*}
$$

We observe that $L(w)$ is well-defined also for any function $w \in H^{1}\left(D_{1} \backslash \Gamma_{1}\right)$.
Let $\eta \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{2}\right)$ be a radial cut-off function such that

$$
\left\{\begin{array}{l}
0 \leq \eta(x) \leq 1 \text { for all } x \in \mathbb{R}^{2},  \tag{7.29}\\
\eta(x)=1 \text { if } x \in D_{1}, \quad \eta(x)=0 \text { if } x \in \mathbb{R}^{2} \backslash D_{2}, \\
|\nabla \eta| \leq 2 \text { in } D_{2} \backslash D_{1} .
\end{array}\right.
$$

As proved in Proposition 7.5.4, there exists a unique $\widetilde{V} \in \tilde{\mathcal{X}}$ such that

$$
\begin{equation*}
\widetilde{V}-\eta \Psi_{0} \in \widetilde{\mathcal{H}} \quad \text { and } \quad J(\widetilde{V})=\min \left\{J(w): w \in \tilde{\mathcal{X}} \text { and } w-\eta \Psi_{0} \in \widetilde{\mathcal{H}}\right\} . \tag{7.30}
\end{equation*}
$$

Theorem 7.1.2. Let $k$ be odd. Under assumption (1.15), let $v_{0}$ be as in (7.15). Then
(i) $\lim _{\varepsilon \rightarrow 0^{+}} \varepsilon^{-m} \mathcal{E}_{\varepsilon}=\mathcal{E}$, where $m$ is the vanishing order of $v_{0}$ at 0 as in (7.21) and

$$
\begin{equation*}
\mathcal{E}=J(\widetilde{V})=\min _{\eta \Psi_{0}+\widetilde{\mathcal{H}}} J \tag{7.31}
\end{equation*}
$$

(ii) $\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}=2 \varepsilon^{m}\left(\mathcal{E}-L\left(\Psi_{0}\right)\right)+o\left(\varepsilon^{m}\right)$ as $\varepsilon \rightarrow 0^{+}$.

The expansion proved in Theorem 7.1.2-(ii) identifies the sharp asymptotic behaviour of the eigenvalue variation $\lambda_{\mathcal{E}, n_{0}}-\lambda_{0, n_{0}}$ if $\mathcal{E}-L\left(\Psi_{0}\right) \neq 0$; if instead $\mathcal{E}-L\left(\Psi_{0}\right)=0$, Theorem 7.1.2-(ii) only provides the information that $\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}$ is an infinitesimal of higher order than $m$. It is therefore natural to ask whether there are configurations of poles $\left\{a^{j}\right\}$ for which the quantity $\mathcal{E}-L\left(\Psi_{0}\right)$ does or does not vanish. The following proposition gives an answer in this sense, also providing precise information on the sign of the eigenvalue variation in two remarkable cases: the case in which each pole moves along the tangent to a nodal line of the limit eigenfunction and the case in which each pole moves along the bisector between two nodal lines.

Proposition 7.1.3. Let $k=k_{1} \leq m$ be odd and $k_{2}=0$. Under assumption (1.15), let $v_{0}$ be as in (7.15) and $\alpha_{0}$ as in (7.21). For every $j \in\left\{1, \ldots, k_{1}\right\}$ let $\alpha^{j}$ be as in (1.6).
(i) If $\alpha^{j} \in\left\{\alpha_{0}+\ell \frac{2 \pi}{m}: \ell=0,1,2, \ldots, m-1\right\}$ for all $j \in\left\{1, \ldots, k_{1}\right\}$, then

$$
\mathcal{E}<0 \quad \text { and } \quad L\left(\Psi_{0}\right)=0 ;
$$

furthermore, $\lambda_{\varepsilon, n_{0}}<\lambda_{0, n_{0}}$ provided that $\varepsilon>0$ is sufficiently small.
(ii) If $\alpha^{j} \in\left\{\alpha_{0}+(1+2 \ell) \frac{\pi}{m}: \ell=0,1,2, \ldots, m-1\right\}$ for all $j \in\left\{1, \ldots, k_{1}\right\}$, then

$$
\mathcal{E}>0 \quad \text { and } \quad L\left(\Psi_{0}\right)=0 ;
$$

furthermore, $\lambda_{\varepsilon, n_{0}}>\lambda_{0, n_{0}}$ provided that $\varepsilon>0$ is sufficiently small.
(iii) There exists a choice of $\left\{\alpha^{j}: j=1, \ldots, k\right\}$ such that $\mathcal{E}-L\left(\Psi_{0}\right)=0$ and $\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}=$ $o\left(\varepsilon^{m}\right)$ as $\varepsilon \rightarrow 0^{+}$.

The proof of claim (iii) in Proposition 7.1.3 is based on a continuity argument. Indeed, the function $\mathcal{E}-L\left(\Psi_{0}\right)$ varies continuously under rotations of the configuration of poles, see Theorem 7.5.8. Hence (i) and (ii), together with Bolzano's Theorem, guarantee the existence of intermediate configurations for which $\mathcal{E}-L\left(\Psi_{0}\right)$ vanishes. The proof of claims (i) and (ii) highlights the fact that, analogously to $\mathcal{E}_{\varepsilon}$, also $\mathcal{E}$ represents an intermediate notion between the capacity and the torsional rigidity of the set $\cup_{j=1}^{k_{1}} S_{1}^{j}$. Indeed, in case (i) it occurs that

$$
\mathcal{E}=\min _{w \in \widetilde{\mathcal{H}}}\left\{\frac{1}{2} \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}|\nabla w|^{2} d x+L(w)\right\}<0
$$

see (7.146), i.e. $\mathcal{E}$ is the minimum of a functional containing a (quadratic) energy term and a linear one, over a linear space: this makes it somehow behaving like a torsional rigidity of the set $\cup_{j=1}^{k_{1}} S_{1}^{j}$. On the other hand, in case (ii) we have the characterization

$$
\mathcal{E}=\min \left\{\frac{1}{2} \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}|\nabla w|^{2} d x: w-\eta \Psi_{0} \in \tilde{\mathcal{H}}\right\}>0
$$

see (7.147), which yields a notion resembling that of $\Psi_{0}$-capacity of the set $\cup_{j=1}^{k_{1}} S_{1}^{j}$.
The proof of Theorem 7.1.2 is based on a blow-up analysis, which also provides the following result on the behavior of eigenfunctions, characterizing their blow-up profile and quantifying the convergence speed of the eigenfunctions of problem (1.9) towards the corresponding eigenfunction of the limit problem (1.10).

Theorem 7.1.4. Let $k$ be odd and $n_{0} \in \mathbb{N} \backslash\{0\}$ be such that (1.15) is satisfied. Let $u_{0}$ be an eigenfunction of (1.10) associated to $\lambda_{0, n_{0}}$ such that $\int_{\Omega}\left|u_{0}\right|^{2} d x=1$. For every $\varepsilon \in(0,1]$, let $u_{\varepsilon} \in H_{0}^{1, \varepsilon}(\Omega, \mathbb{C})$ be the eigenfunction of (1.9) associated to the eigenvalue $\lambda_{n_{0}, \varepsilon}$ such that

$$
\begin{equation*}
\int_{\Omega}\left|u_{\varepsilon}\right|^{2} d x=1 \quad \text { and } \quad \int_{\Omega} e^{-i\left(\Theta_{\varepsilon}-\Theta_{0}\right)} u_{\varepsilon} \overline{u_{0}} d x \text { is a positive real number, } \tag{7.32}
\end{equation*}
$$

where $\Theta_{\varepsilon}$ and $\Theta_{0}$ are as in (7.7)-(7.8) and (7.11)-(7.12), respectively. Then

$$
\begin{equation*}
\varepsilon^{-m / 2} u_{\varepsilon}(\varepsilon \cdot) \rightarrow e^{i \Theta_{1}}\left(\Psi_{0}-\tilde{V}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.33}
\end{equation*}
$$

in $H^{1,1}\left(B_{R}, \mathbb{C}\right)$ for all $R>0$, where $\widetilde{V}$ and $\Psi_{0}$ are as in (7.30) and (7.26), respectively. Moreover,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \varepsilon^{-m} \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}\left|e^{-i\left(\Theta_{\varepsilon}-\Theta_{0}\right)}\left(i \nabla+\mathcal{A}_{\varepsilon}\right) u_{\varepsilon}-\left(i \nabla+A_{0}\right) u_{0}\right|^{2} d x=\|\nabla \tilde{V}\|_{L^{2}\left(\mathbb{R}^{2} \backslash \Gamma_{1}\right)}^{2} . \tag{7.34}
\end{equation*}
$$

We observe that condition (7.32) allows us to identify, among all the eigenfunctions of (1.9) associated to the eigenvalue $\lambda_{n_{0}, \varepsilon}$ (that are multiples of a given one due to the simplicity of $\lambda_{n_{0}, \varepsilon}$ ), the one that converges to $u_{0}$ as $\varepsilon \rightarrow 0^{+}$.

### 7.1.2 The case of two opposite poles $\left(k_{1}=0, k_{2}=1\right)$

In the case of two opposite poles $a_{\varepsilon}^{1}, a_{\varepsilon}^{2}=-a_{\varepsilon}^{1}$ colliding to 0 from the two sides of the same straight line, we can rewrite the terms appearing in (7.20) in elliptic coordinates in the spirit of [3, Subsection 2.2], thus determining the dominant term in the asymptotic expansion. This
allows us to generalize [5, Theorem 2.6, Theorem 2.8], see also [3, Theorem 1.16], removing any symmetry assumption on the domain $\Omega$. Let us assume that

$$
\text { the } n_{0} \text {-th eigenvalue } \lambda_{n_{0}} \text { of the Dirichlet Laplacian in } \Omega \text { is simple. }
$$

We recall that, since $k$ is even in this case, $\lambda_{n_{0}}=\lambda_{0, n_{0}}$ coincides with the $n_{0}$-th eigenvalue of the limit problem (1.10). Let
$u_{0}$ be an eigenfunction of (1.11) associated to $\lambda_{n_{0}}=\lambda_{0, n_{0}}$ such that $\int_{\Omega} u_{0}^{2} d x=1$.
If $u_{0}(0) \neq 0$, then, for any bounded simply connected domain $\Omega$, a sharp expansion of the variation $\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}$ has already been obtained in [4, Theorem 1.2], see Remark 7.6.7. Hence we assume that $u_{0}(0)=0$. Up to a suitable choice of the coordinate system, according to the notation introduced in (1.6), it is not restrictive to consider the case $\alpha^{1}=0, \alpha^{2}=\pi$, so that, for some $r_{1} \in(0, R)$, the configuration of the two opposite poles is given by

$$
\begin{equation*}
a_{\varepsilon}^{1}=r_{1}(\varepsilon, 0) \quad \text { and } \quad a_{\varepsilon}^{2}=r_{1}(-\varepsilon, 0), \tag{7.36}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\varepsilon}:=S_{\varepsilon}^{1}=\left[-r_{1} \varepsilon, r_{1} \varepsilon\right] \times\{0\}, \tag{7.37}
\end{equation*}
$$

see 7.2. Furthermore, since $u_{0}(0)=0$, it is well known that there exists $m \in \mathbb{N} \backslash\{0\}$,


Figure 7.2: Two opposite poles colliding at $0\left(k_{1}=0, k_{2}=1\right)$.
$\beta \in \mathbb{R} \backslash\{0\}$ and $\alpha_{0} \in\left[0, \frac{\pi}{m}\right)$ such that

$$
\begin{equation*}
r^{-m} u_{0}(r \cos t, r \sin t) \rightarrow \beta \sin \left(m\left(t-\alpha_{0}\right)\right) \quad \text { in } C^{1, \tau}([0,2 \pi], \mathbb{C}) \quad \text { as } r \rightarrow 0^{+} \tag{7.38}
\end{equation*}
$$

for any $\tau \in(0,1)$. In particular, the $2 m$ half-lines with slopes $\alpha_{0}+j \frac{\pi}{m}, j=0, \ldots, 2 m-1$, are tangent to the nodal lines of $u_{0}$ meeting at 0 .

Remark 7.1.5. By standard regularity theory, $u_{0}$ is analytic in $\Omega$. Let $T_{m}$ be the Taylor polynomial of $u_{0}$ centered at 0 of order $m$, with $m \in \mathbb{N} \backslash\{0\}$ being as in (7.38). Then, in view of (7.38),

$$
\begin{equation*}
T_{m}\left(x_{1}, x_{2}\right)=\sum_{j=0}^{m} \frac{1}{(m-j)!j!} \frac{\partial^{m} u_{0}}{\partial x_{1}^{m-j} \partial x_{2}^{j}}(0) x_{1}^{m-j} x_{2}^{j} . \tag{7.39}
\end{equation*}
$$

For every $t \in[0,2 \pi]$, we have

$$
\begin{aligned}
& T_{m}(\cos t, \sin t)=\beta \sin \left(m\left(t-\alpha_{0}\right)\right), \\
& \left(\nabla T_{m}\right)(\cos t, \sin t) \cdot(-\sin t, \cos t)=m \beta \cos \left(m\left(t-\alpha_{0}\right)\right) .
\end{aligned}
$$

Hence

$$
\frac{1}{m!} \frac{\partial^{m} u_{0}}{\partial x_{1}^{m}}(0)=-\beta \sin \left(m \alpha_{0}\right) \quad \text { and } \quad \frac{1}{(m-1)!} \frac{\partial^{m} u_{0}}{\partial x_{1}^{m-1} \partial x_{2}^{1}}(0)=m \beta \cos \left(m \alpha_{0}\right),
$$

so that, in particular,

$$
\begin{equation*}
\beta=\frac{(-1)^{j}}{m!} \frac{\partial^{m} u_{0}}{\partial x_{1}^{m-1} \partial x_{2}^{1}}(0) \quad \text { if } \alpha_{0}=\frac{j \pi}{m} \quad \text { for some } j \in\{0,1, \ldots, 2 m-1\}, \tag{7.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta=\frac{(-1)^{j+1}}{m!} \frac{\partial^{m} u_{0}}{\partial x_{1}^{m}}(0) \quad \text { if } \alpha_{0}=\frac{\pi}{2 m}+\frac{j \pi}{m} \quad \text { for some } j \in\{0,1, \ldots, 2 m-1\} . \tag{7.41}
\end{equation*}
$$

If the segment $S_{\varepsilon}$ is tangent to a nodal line of $u_{0}$, i.e. if $\alpha_{0}=\frac{j \pi}{m}$ for some $j \in\{0,1, \ldots, 2 m-$ $1\}$, we have the following result which generalizes [5, Theorem 2.8] dropping any symmetry assumption on $\Omega$.
Theorem 7.1.6. Let $\lambda_{n_{0}}$ be a simple eigenvalue of (1.11) and let $u_{0}$ be as in (7.35). Assume that $u_{0}(0)=0$ and let $m \in \mathbb{N} \backslash\{0\}$ and $\alpha_{0}$ be as in (7.38). Let $k_{1}=0$ and $k_{2}=1$ with the configuration of poles as in assumption (7.36). If $\alpha_{0}=\frac{j \pi}{m}$ for some $j \in\{0,1, \ldots, 2 m-1\}$, then

$$
\lambda_{\varepsilon, n_{0}}-\lambda_{n_{0}}=-\frac{m \pi \beta^{2} r_{1}^{2 m}}{4^{m-1}}\binom{m-1}{\left\lfloor\frac{m-1}{2}\right\rfloor}^{2} \varepsilon^{2 m}+o\left(\varepsilon^{2 m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+},
$$

with $\beta$ as in (7.40).
On the other hand, if $S_{\varepsilon}$ lays on the bisector of the angle between the tangents to nodal lines, i.e. if $\alpha_{0}=\frac{\pi}{2 m}+\frac{j \pi}{m}$ for some $j \in\{0,1, \ldots, 2 m-1\}$, then we prove the following expansion.

Theorem 7.1.7. Let $\lambda_{n_{0}}$ be a simple eigenvalue of (1.11) and let $u_{0}$ be as in (7.35). Assume that $u_{0}(0)=0$ and let $m \in \mathbb{N} \backslash\{0\}$ and $\alpha_{0}$ be as in (7.38). Let $k_{1}=0$ and $k_{2}=1$ with the configuration of poles as in assumption (7.36). If $\alpha_{0}=\frac{\pi}{2 m}+\frac{j \pi}{m}$ for some $j \in\{0,1, \ldots, 2 m-1\}$, then

$$
\lambda_{\varepsilon, n_{0}}-\lambda_{n_{0}}=\frac{m \pi \beta^{2} r_{1}^{2 m}}{4^{m-1}}\binom{m-1}{\left\lfloor\frac{m-1}{2}\right\rfloor}^{2} \varepsilon^{2 m}+o\left(\varepsilon^{2 m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+},
$$

with $\beta$ as in (7.41).
We observe that Theorem 7.1.7 is a generalization of [5, Theorem 2.6] and [3, Theorem 1.16].

The rest of Chapter 7 is organized as follows. In Section 7.2 we collect some basic facts, such as the gauge invariance property of the problem, useful features of the functional spaces involved, and some known results that will be used in the rest of the chapter. In Section 7.3 we provide some preliminary estimates on the quantities $\mathcal{E}_{\varepsilon}$ and $L_{\varepsilon}$ that appear in formula (7.20); such estimates are used in Section 7.4, where the proof of Theorem 7.1.1 is completed. In Section 7.5 we perform a blow-up analysis of the potential $V_{\varepsilon}$ appearing in (7.18), in the case $k$ odd; this is the key ingredient in the proof of Theorems 7.1.2 and 7.1.4. In the same section we also complete the proof of 7.1.3. Finally, in Section 7.6 we consider the case of two poles colliding to 0 from opposite sides of the same straight line, thus proving Theorems 7.1.6 and 7.1.7.

### 7.2 Preliminaries

### 7.2.1 Scalar potential functions for $A_{b}$ outside half-lines

The construction of the gauge transformation, which makes problems (1.9) and (1.10) equivalent to eigenvalue problems for the Laplacian in domains with straight cracks, is based on the remark that, since Aharonov-Bohm vector fields are irrotational, they are gradients of some scalar potential functions in simply connected domains, such as the complement of straight half-lines starting at the pole.

For every $b=\left(b_{1}, b_{2}\right) \in \mathbb{R}^{2}$, let $\theta_{b}: \mathbb{R}^{2} \backslash\{b\} \rightarrow[0,2 \pi)$ be defined as

$$
\theta_{b}\left(x_{1}, x_{2}\right):= \begin{cases}\arctan \left(\frac{x_{2}-b_{2}}{x_{1}-b_{1}}\right), & \text { if } x_{1}>b_{1}, x_{2} \geq b_{2}, \\ \frac{\pi}{2}, & \text { if } x_{1}=b_{1}, x_{2}>b_{2}, \\ \pi+\arctan \left(\frac{x_{2}-b_{2}}{x_{1}-b_{1}}\right), & \text { if } x_{1}<b_{1}, \\ \frac{3}{2} \pi, & \text { if } x_{1}=b_{1}, x_{2}<b_{2}, \\ 2 \pi+\arctan \left(\frac{x_{2}-b_{2}}{x_{1}-b_{1}},\right. & \text { if } x_{1}>b_{1}, x_{2}<b_{2},\end{cases}
$$

i.e.,

$$
\theta_{b}(b+r(\cos t, \sin t))=t \quad \text { for all } t \in[0,2 \pi) \text { and } r>0 .
$$

We observe that $\theta_{b} \in C^{\infty}\left(\mathbb{R}^{2} \backslash\left\{\left(x_{1}, b_{2}\right): x_{1} \geq b_{1}\right\}\right)$ and $\nabla \theta_{b}$ can be extended to be in $C^{\infty}\left(\mathbb{R}^{2} \backslash\{b\}\right)$, with $\nabla\left(\frac{\theta_{b}}{2}\right)=A_{b}$ in $\mathbb{R}^{2} \backslash\{b\}$. For every $b \in \mathbb{R}^{2}, \alpha \in \mathbb{R}$, and $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$, we define

$$
R_{b, \alpha}(x):=\left[\begin{array}{l}
b_{1}  \tag{7.42}\\
b_{2}
\end{array}\right]+M_{\alpha}\left[\begin{array}{l}
x_{1}-b_{1} \\
x_{2}-b_{2}
\end{array}\right],
$$

with

$$
M_{\alpha}:=\left[\begin{array}{cc}
\cos \alpha & -\sin \alpha  \tag{7.43}\\
\sin \alpha & \cos \alpha
\end{array}\right],
$$

i.e., $R_{b, \alpha}$ is a rotation about $b$ by an angle $\alpha$. Let

$$
\begin{equation*}
\theta_{b, \alpha}:=\theta_{b} \circ R_{b, \alpha}, \tag{7.44}
\end{equation*}
$$

so that $\theta_{b, \alpha}(b+r(\cos t, \sin t))=\alpha+t$ for every $r>0$ and $t \in[-\alpha,-\alpha+2 \pi)$. We observe that $\theta_{b, \alpha}$ is smooth in $\mathbb{R}^{2} \backslash\{b+r(\cos \alpha,-\sin \alpha): r \geq 0\}$ and $\nabla \theta_{b, \alpha}$ can be extended to be in $C^{\infty}\left(\mathbb{R}^{2} \backslash\{b\}\right)$, with $\nabla\left(\frac{\theta_{b, \alpha}}{2}\right)=A_{b}$, see 7.3.


Figure 7.3: $\theta_{b, \alpha}$ is smooth in $\mathbb{R}^{2} \backslash\{b+r(\cos \alpha,-\sin \alpha): r \geq 0\}$.

### 7.2.2 Some remarks on functional spaces

In this subsection we describe some properties of the functional spaces $\mathcal{H}_{\varepsilon}$ introduced in Section 7.1.

Remark 7.2.1. The natural embedding $I: \mathcal{H}_{\varepsilon} \rightarrow L^{2}(\Omega)$ is compact. Indeed, we can cut $\Omega$ along the lines $\Sigma^{j}$ for $j=1 \ldots, k_{1}+k_{2}$, where $\Sigma^{j}$ are defined in Section 7.1. Then we can use classical compact embedding results for each resulting subset, see for example [99, Theorem 12.30].

Arguing as in 7.2.1, from the Poincaré inequality for functions vanishing on a portion of the boundary we can deduce the following Poincaré inequality in $\mathcal{H}_{1}$, and hence in $\mathcal{H}_{\varepsilon}$ for any $\varepsilon \in[0,1]$.
Proposition 7.2.2. There exists a constant $C_{P}>0$ such that, for every $\varepsilon \in[0,1]$ and $w \in \mathcal{H}_{\varepsilon}$,

$$
\int_{\Omega} w^{2} d x \leq C_{P} \int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x .
$$

Since $\Omega \backslash \Gamma_{1} \subseteq \Omega \backslash \Gamma_{\varepsilon_{1}} \subseteq \Omega \backslash \Gamma_{\varepsilon_{2}}$, we have $\mathcal{H}_{\varepsilon_{2}} \subseteq \mathcal{H}_{\varepsilon_{1}} \subseteq \mathcal{H}_{1}$ for all $0 \leq \varepsilon_{2} \leq \varepsilon_{1} \leq 1$. Proposition 7.2.3 below establishes a Mosco-type convergence result for the spaces $\mathcal{H}_{\varepsilon}$ as $\varepsilon \rightarrow 0^{+}$.

Proposition 7.2.3. Let $\left\{\varepsilon_{n}\right\} \subset(0,1)$ be such that $\lim _{n \rightarrow \infty} \varepsilon_{n}=0$. If $\left\{v_{n}\right\}_{n} \subset \mathcal{H}_{1}$ and $v \in \mathcal{H}_{1}$ are such that $v_{n} \in \mathcal{H}_{\varepsilon_{n}}$ for all $n \in \mathbb{N}$ and $v_{n} \rightharpoonup v$ in $\mathcal{H}_{1}$ as $n \rightarrow \infty$, then $v \in \mathcal{H}_{0}$.
Proof. For every $\varepsilon \in(0,1]$, there exists $n(\varepsilon) \in \mathbb{N}$ such that $v_{n} \in \mathcal{H}_{\varepsilon}$ for all $n>n(\varepsilon)$. The weak convergence $v_{n} \rightharpoonup v$ in $\mathcal{H}_{1}$ then implies that $v \in \mathcal{H}_{\varepsilon}$ for all $\varepsilon \in(0,1]$. It follows that there exists $\mathbf{f} \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$ such that $\nabla v=\mathbf{f}$ in $\mathcal{D}^{\prime}\left(\Omega \backslash \Gamma_{\varepsilon}\right)$ for all $\varepsilon \in(0,1]$. Actually, $\nabla v=\mathbf{f}$ in $\mathcal{D}^{\prime}\left(\Omega \backslash \Gamma_{0}\right)$, since, for every $\varphi \in C_{\mathrm{c}}^{\infty}\left(\Omega \backslash \Gamma_{0}\right), \operatorname{supp} \varphi \subset \Omega \backslash \Gamma_{\varepsilon}$ for $\varepsilon$ sufficiently small. Therefore, $v \in H^{1}\left(\Omega \backslash \Gamma_{0}\right)$. From the fact that $v \in \mathcal{H}_{1} \cap H^{1}\left(\Omega \backslash \Gamma_{0}\right)$ it follows that $v \in \mathcal{H}_{0}$.

Since the singleton $\{0\}$ has null capacity in $\Omega$, functions in $\mathcal{H}_{0}$, respectively in $\widetilde{\mathcal{H}}_{0}$, can be approximated by functions vanishing in a neighbourhood of 0 , as stated in Lemma 7.2.4.

## Lemma 7.2.4.

(i) The set $\mathcal{H}_{0,0}:=\left\{v \in \mathcal{H}_{0}: v \equiv 0\right.$ in a neighbourhood of 0$\}$ is dense in $\mathcal{H}_{0}$.
(ii) The set $\widetilde{\mathcal{H}}_{0,0}:=\left\{v \in \widetilde{\mathcal{H}}_{0}: v \equiv 0\right.$ in a neighbourhood of 0$\}$ is dense in $\widetilde{\mathcal{H}}_{0}$.

Proof. To prove (i) we first notice that, if $v \in \mathcal{H}_{0}$, then, defining $v_{n}$ as

$$
v_{n}(x)= \begin{cases}v(x), & \text { if }|v(x)|<n, \\ -n, & \text { if } v(x)<-n, \\ n, & \text { if } v(x)>n,\end{cases}
$$

$v_{n} \in \mathcal{H}_{0} \cap L^{\infty}(\Omega)$ for all $n \in \mathbb{N}$ and $v_{n} \rightarrow v$ in $\mathcal{H}_{0}$. Therefore it is enough to prove that $\mathcal{H}_{0,0} \cap L^{\infty}(\Omega)$ is dense in $\mathcal{H}_{0} \cap L^{\infty}(\Omega)$. To this aim, let us fix some $v \in \mathcal{H}_{0} \cap L^{\infty}(\Omega)$. For every $\varepsilon \in(0,1)$ we consider the cut-off function $\omega_{\varepsilon} \in W^{1, \infty}\left(\mathbb{R}^{2}\right)$ defined as

$$
\omega_{\varepsilon}(x):= \begin{cases}1, & \text { if } x \in D_{\varepsilon},  \tag{7.45}\\ \frac{2 \log |x|-\log \varepsilon}{\log \varepsilon}, & \text { if } x \in D_{\sqrt{\varepsilon}} \backslash D_{\varepsilon}, \\ 0, & \text { if } x \in \Omega \backslash D_{\sqrt{\varepsilon}} .\end{cases}
$$



Figure 7.4: The angles $\theta_{j}^{\varepsilon}$ for $1 \leq j \leq k_{1}+2 k_{2}$. The half-lines represent the singular set of the function $\theta_{j}^{\varepsilon}$.

One may directly verify that $\left(1-\omega_{\varepsilon}\right) v \in \mathcal{H}_{0,0} \cap L^{\infty}(\Omega)$ for all $\varepsilon \in(0,1)$ and $\left(1-\omega_{\varepsilon}\right) v \rightarrow v$ in $\mathcal{H}_{0}$ as $\varepsilon \rightarrow 0$. The proof of (i) is thereby complete. We can proceed in a similar way to obtain (ii).

### 7.2.3 An equivalent eigenvalue problem by gauge transformation

For every $\varepsilon \in(0,1]$, using the notation introduced in (7.44), we define

$$
\theta_{\varepsilon}^{j}:= \begin{cases}\theta_{a_{\varepsilon}^{j}, \pi-\alpha^{j}}, & \text { if } j=1, \ldots, k_{1}+k_{2} \\ \theta_{a_{\varepsilon}^{j},-\alpha^{j}}, & \text { if } j=k_{1}+k_{2}+1, \ldots, k_{1}+2 k_{2}\end{cases}
$$

with $\alpha^{j}$ as in (1.6), see 7.4, and

$$
\begin{equation*}
\Theta_{\varepsilon}: \mathbb{R}^{2} \backslash\left\{a_{\varepsilon}^{j}: j=1, \ldots, k\right\} \rightarrow \mathbb{R}, \quad \Theta_{\varepsilon}:=\frac{1}{2} \sum_{j=1}^{k}(-1)^{j+1} \theta_{\varepsilon}^{j} \tag{7.46}
\end{equation*}
$$

We observe that $\Theta_{\varepsilon}$ verifies (7.8).
For any $\varepsilon \in(0,1]$, let $\lambda \in \mathbb{R}$ be an eigenvalue of problem (1.9) associated to the eigenfunction $u \in H_{0}^{1, \varepsilon}(\Omega, \mathbb{C}) \backslash\{0\}$. Then the function

$$
v(x):=e^{-i \Theta_{\varepsilon}(x)} u(x), \quad x \in \Omega \backslash \Gamma_{\varepsilon},
$$

belongs to $\mathcal{H}_{\varepsilon}$ and weakly solves (7.10), in the sense that $v \in \widetilde{\mathcal{H}}_{\varepsilon}$ and

$$
\begin{equation*}
\int_{\Omega \backslash \Gamma_{\varepsilon}} \nabla v \cdot \nabla w d x=\lambda \int_{\Omega} v w d x \quad \text { for all } w \in \widetilde{\mathcal{H}}_{\varepsilon} \tag{7.47}
\end{equation*}
$$

where $\widetilde{\mathcal{H}}_{\varepsilon}$ is defined in (7.5). On the other hand, if $v \in \widetilde{\mathcal{H}}_{\varepsilon}$ solves (7.47), then $u=e^{i \Theta_{\varepsilon}} v$ solves (1.9). Therefore the eigenvalue problems (1.9) and (7.10) have the same eigenvalues and their eigenfunctions match each other via the phase $e^{-i \Theta_{\varepsilon}}$.

A similar gauge transformation can be made for solutions to (1.10). For every $j=$ $1, \ldots, k_{1}$, let $\alpha^{j}$ be as in (1.6) and

$$
\theta_{0}^{j}:=\theta_{0} \circ R_{0, \pi-\alpha^{j}} .
$$

We define

$$
\begin{equation*}
\Theta_{0}: \mathbb{R}^{2} \backslash\{0\} \rightarrow \mathbb{R}, \quad \Theta_{0}(x)=\frac{1}{2} \sum_{j=1}^{k_{1}}(-1)^{j+1} \theta_{0}^{j}(x) . \tag{7.48}
\end{equation*}
$$

If $k_{1}=0$ we just take $\Theta_{0} \equiv 0$. We observe that $\Theta_{0}$ satisfies (7.12). Furthermore, if $t \in[0,2 \pi)$,

$$
\begin{align*}
\theta_{0}^{j}(\cos t, \sin t) & = \begin{cases}t-\alpha^{j}+\pi, & \text { if } t \in\left[0, \alpha^{j}+\pi\right), \\
t-\alpha^{j}-\pi, & \text { if } t \in\left[\alpha^{j}+\pi, 2 \pi\right),\end{cases}  \tag{7.49}\\
& =-\alpha^{j}+t+\pi\left(1-2 \chi_{\left[\alpha^{j}+\pi, 2 \pi\right)}\right),
\end{align*}
$$

where $\chi$ is defined in (7.23). We have that $u$ is an eigenfunction of problem (1.10), associated to the eigenvalue $\lambda$, if and only if the function

$$
\begin{equation*}
v(x):=e^{-i \Theta_{0}(x)} u(x), \quad x \in \Omega \backslash \Gamma_{0}, \tag{7.50}
\end{equation*}
$$

is a non-zero weak solution of (7.14) in the sense that $v \in \widetilde{\mathcal{H}}_{0}$ and

$$
\begin{equation*}
\int_{\Omega \backslash \Gamma_{0}} \nabla v \cdot \nabla w d x=\lambda \int_{\Omega} v w d x \quad \text { for all } w \in \widetilde{\mathcal{H}}_{0} \tag{7.51}
\end{equation*}
$$

where $\widetilde{\mathcal{H}}_{0}$ is defined in (7.6). We recall that, if $k_{1}$ is even, then, letting $v$ as in (7.50), the function $v e^{i \Theta_{0}}=u$ is an eigenfunction of the Dirichlet Laplacian in $\Omega$, hence it is smooth in $\Omega$.

Remark 7.2.5. We may treat eigenfunctions of problems (7.10) and (7.14) as real-valued functions (thus justifying the choice to consider $\mathcal{H}_{\varepsilon}$ as a space of real functions). Indeed, since all the coefficients in (7.10) and (7.14) are real, both the real and the imaginary part of any eigenfunction are eigenfunctions, if not trivial. Hence, any eigenspace of (7.10) and (7.14) admits a basis made of reals eigenfunctions. See also [1, Subsection 2.3].

### 7.2.4 Asymptotics of solutions to the limit eigenvalue problem

Let $\left\{\alpha^{j}\right\}_{j=1}^{k_{1}}$ and $\chi_{\left[\alpha^{j}+\pi, 2 \pi\right)}$ be as in (1.6) and (7.23), respectively. Let $f$ be the function defined in (7.22).

Proposition 7.2.6. Let $k_{1}$ be odd. If $v$ is a non-trivial solution to (7.14), in the sense that $v \in \widetilde{\mathcal{H}}_{0}$ satisfies (7.51), then there exist an odd number $m \in \mathbb{N}, \beta \in \mathbb{R} \backslash\{0\}$, and $\alpha_{0} \in\left[0, \frac{2 \pi}{m}\right)$ such that

$$
\begin{equation*}
\varepsilon^{-\frac{m}{2}} v(\varepsilon \cos t, \varepsilon \sin t) \rightarrow \beta f(t) \sin \left(\frac{m}{2}\left(t-\alpha_{0}\right)\right) \tag{7.52}
\end{equation*}
$$

in $C^{1, \tau}\left([0,2 \pi] \backslash\left\{\alpha^{j}+\pi\right\}_{j=1}^{k_{1}}, \mathbb{R}\right)$ as $\varepsilon \rightarrow 0^{+}$, for all $\tau \in(0,1)$. Moreover, there exists a constant $C>0$ such that

$$
\begin{equation*}
|v(x)| \leq C|x|^{\frac{m}{2}} \quad \text { and } \quad|\nabla v(x)| \leq C|x|^{\frac{m}{2}-1} \quad \text { for all } x \in \Omega \backslash \Gamma_{0} . \tag{7.53}
\end{equation*}
$$

Furthermore, letting

$$
\Psi(x)=\Psi(r \cos t, r \sin t)=\beta r^{\frac{m}{2}} f(t) \sin \left(\frac{m}{2}\left(t-\alpha_{0}\right)\right),
$$

with $m, \beta$, and $\alpha_{0}$ as in (7.52) and $f$ as in (7.22), we have that, as $\varepsilon \rightarrow 0^{+}$,

$$
\begin{equation*}
\varepsilon^{-\frac{m}{2}} v(\varepsilon \cdot) \rightarrow \Psi \quad \text { in } H^{1}\left(D_{\rho} \backslash \Gamma_{0}\right) \text { for all } \rho>0 . \tag{7.54}
\end{equation*}
$$

Proof. As observed above, the function $u:=e^{i \Theta_{0}} v$ is an eigenfunction of (1.10) with $k$ odd, i.e.

$$
\begin{cases}\left(i \nabla+A_{0}\right)^{2} u=\lambda u, & \text { in } \Omega, \\ u=0, & \text { on } \partial \Omega\end{cases}
$$

with $A_{0}$ defined in (1.7). From [66, Theorem 1.3, Section 7] it follows that there exist an odd $m \in \mathbb{N}$ and $\beta_{1}, \beta_{2} \in \mathbb{C}$ such that $\left(\beta_{1}, \beta_{2}\right) \neq(0,0)$ and, as $\varepsilon \rightarrow 0^{+}$,

$$
\begin{equation*}
\varepsilon^{-\frac{m}{2}} u(\varepsilon \cos t, \varepsilon \sin t) \rightarrow e^{\frac{i}{2} t}\left(\beta_{1} \cos \left(\frac{m}{2} t\right)+\beta_{2} \sin \left(\frac{m}{2} t\right)\right) \quad \text { in } C^{1, \tau}([0,2 \pi], \mathbb{C}) \tag{7.55}
\end{equation*}
$$

and

$$
\begin{align*}
\varepsilon^{1-\frac{m}{2}} \nabla u(\varepsilon \cos t, \varepsilon \sin t) & \rightarrow \frac{m}{2} e^{\frac{i}{2} t}\left(\beta_{1} \cos \left(\frac{m}{2} t\right)+\beta_{2} \sin \left(\frac{m}{2} t\right)\right) \boldsymbol{\theta}(t) \\
& +\frac{d}{d t}\left(e^{\frac{i}{2} t}\left(\beta_{1} \cos \left(\frac{m}{2} t\right)+\beta_{2} \sin \left(\frac{m}{2} t\right)\right)\right) \boldsymbol{\tau}(t) \quad \text { in } C^{0, \tau}([0,2 \pi], \mathbb{C}) \tag{7.56}
\end{align*}
$$

for all $\tau \in(0,1)$, where $\boldsymbol{\theta}(t)=(\cos t, \sin t)$ and $\boldsymbol{\tau}(t)=(-\sin t, \cos t)$. Furthermore, by (7.49), for all $t \in[0,2 \pi]$ we have

$$
\begin{equation*}
\sum_{j=1}^{k_{1}}(-1)^{j+1} \theta_{0}^{j}(\varepsilon \cos t, \varepsilon \sin t)=t+\sum_{j=1}^{k_{1}}(-1)^{j} \alpha^{j}+\pi-2 \pi \sum_{j=1}^{k_{1}}(-1)^{j+1} \chi_{\left[\alpha^{j}+\pi, 2 \pi\right)}(t) . \tag{7.57}
\end{equation*}
$$

From (7.55), the definition of $u$, and (7.57) it follows that

$$
\left.\varepsilon^{-\frac{m}{2}} v(\varepsilon \cos t, \varepsilon \sin t) \rightarrow f(t) e^{-\frac{i}{2}\left(\pi+\sum_{j=1}^{k_{1}}(-1)^{j} \alpha^{j}\right.}\right)\left(\beta_{1} \cos \left(\frac{m}{2} t\right)+\beta_{2} \sin \left(\frac{m}{2} t\right)\right)
$$

in $C^{1, \tau}\left([0,2 \pi] \backslash\left\{\alpha^{j}+\pi\right\}_{j=1}^{k_{1}}, \mathbb{C}\right)$ as $\varepsilon \rightarrow 0^{+}$, for all $\tau \in(0,1)$. Then, since $v$ is real-valued (see Remark 7.2.5), we have proved that there exist $c_{1}, c_{2} \in \mathbb{R}$ such that $\left(c_{1}, c_{2}\right) \neq(0,0)$ and

$$
\begin{equation*}
\varepsilon^{-\frac{m}{2}} v(\varepsilon \cos t, \varepsilon \sin t) \rightarrow f(t)\left(c_{1} \cos \left(\frac{m}{2} t\right)+c_{2} \sin \left(\frac{m}{2} t\right)\right) . \tag{7.58}
\end{equation*}
$$

Letting

$$
\alpha_{0}= \begin{cases}\frac{2}{m} \operatorname{arccot}\left(-\frac{c_{2}}{c_{1}}\right), & \text { if } c_{1} \neq 0, \\ 0, & \text { if } c_{1}=0,\end{cases}
$$

we can rewrite (7.58) as (7.52). Estimate (7.53) is a consequence of (7.55) and (7.56).
Finally, to prove (7.54), we define

$$
\tilde{u}_{\varepsilon}(x):=\varepsilon^{-\frac{m}{2}} u(\varepsilon x), \quad \Phi(x)=\Phi(r \cos t, r \sin t)=r^{\frac{m}{2}} e^{\frac{i}{2} t}\left(\beta_{1} \cos \left(\frac{m}{2} t\right)+\beta_{2} \sin \left(\frac{m}{2} t\right)\right) .
$$

We observe that (7.55), (7.56), and the Dominated Convergence Theorem imply that

$$
\nabla \tilde{u}_{\varepsilon} \rightarrow \nabla \Phi \quad \text { and } \quad \frac{\tilde{u}_{\varepsilon}}{|x|} \rightarrow \frac{\Phi}{|x|} \quad \text { in } L^{2}\left(D_{\rho}\right) \quad \text { for all } \rho>0
$$

which easily provides (7.54).

In the case $k$ even, solutions to (7.14) are more regular.
Proposition 7.2.7. Let $k_{1}$ be even. If $v$ is a non-trivial solution to (7.14), then there exist $m \in \mathbb{N}, \beta \in \mathbb{R} \backslash\{0\}$, and $\alpha_{0} \in\left[0, \frac{\pi}{m}\right)$ such that

$$
\begin{equation*}
\varepsilon^{-m} v(\varepsilon \cos t, \varepsilon \sin t) \rightarrow \beta f(t) \sin \left(m\left(t-\alpha_{0}\right)\right) \tag{7.59}
\end{equation*}
$$

in $C^{1, \tau}\left([0,2 \pi] \backslash\left\{\pi+\alpha^{j}\right\}_{j=1}^{k_{1}}, \mathbb{R}\right)$ as $\varepsilon \rightarrow 0^{+}$, for all $\tau \in(0,1)$. Moreover, there exists a constant $C>0$ such that

$$
|v(x)| \leq C|x|^{m} \quad \text { and } \quad|\nabla v(x)| \leq \begin{cases}C|x|^{m-1}, & \text { if } m \geq 1  \tag{7.60}\\ C, & \text { if } m=0\end{cases}
$$

for all $x \in \Omega \backslash \Gamma_{0}$.
Proof. The function $u:=e^{i \Theta_{0}} v$ is an eigenfunction of (1.10) with $k$ even, i.e. $u$ is an eigenfunction of the Dirichlet Laplacian. From (7.49) we deduce the analogue of (7.57) in the even case:

$$
\begin{equation*}
\sum_{j=1}^{k_{1}}(-1)^{j+1} \theta_{0}^{j}(\varepsilon \cos t, \varepsilon \sin t)=\sum_{j=1}^{k_{1}}(-1)^{j} \alpha^{j}-2 \pi \sum_{j=1}^{k_{1}}(-1)^{j+1} \chi_{\left[\alpha^{j}+\pi, 2 \pi\right)}(t) \tag{7.61}
\end{equation*}
$$

for all $t \in[0,2 \pi]$. Claims (7.59) and (7.60) follow from the fact that $u$ is analytic, the definition of $u$ and (7.61), observing that, since $k_{1}$ is even, $|\nabla u|=|\nabla v|$.

Remark 7.2.8. For the sake of simplicity, for any $w \in \mathcal{H}_{0}$ we simply write $w$ instead of $\gamma_{+}^{j}(w)$ on $S_{\varepsilon}^{j}$, since $\gamma_{+}^{j}(w)=\gamma_{-}^{j}(w)$ on $S_{\varepsilon}^{j}$ for any $j=1, \ldots, k_{1}+k_{2}$. We also simply write $v_{0}$, $\nabla v_{0}$ and $\nabla v_{0} \cdot \nu^{j}$ when considering their traces on $S_{\varepsilon}^{j}$.

### 7.3 Definition and properties of $\mathcal{E}_{\varepsilon}$

For some $n_{0} \in \mathbb{N} \backslash\{0\}$, let $u_{0}$ be an eigenfunction of (1.10) associated to the eigenvalue $\lambda_{0}=\lambda_{0, n_{0}}$ and $v_{0}$ be as in (7.50), so that $v_{0}$ is a non-zero weak solution of (7.14) with $\lambda=\lambda_{0}$. By Remark 7.2.5 it is not restrictive to assume that $v_{0}$ is real-valued and $\left\|u_{0}\right\|_{L^{2}(\Omega, \mathbb{C})}=$ $\left\|v_{0}\right\|_{L^{2}(\Omega)}=1$.

Let $L_{\varepsilon}$ be the functional introduced in (7.16). We observe that $L_{\varepsilon}$ is well-defined; indeed, for every $j=1, \ldots, k_{1}+k_{2}$, we have $\nabla v_{0} \in L^{p}\left(S_{\varepsilon}^{j}\right)$ for all $p \in[1,2)$ in view of (7.53) and (7.60), whereas $\gamma_{+}^{j}(w) \in L^{q}\left(S_{\varepsilon}^{j}\right)$ for all $w \in \mathcal{H}_{1}$ and $q \in[2,+\infty)$ by (7.3). We provide below an estimate of the norm of $L_{\varepsilon}$ in $\mathcal{H}_{1}^{*}$, where $\mathcal{H}_{1}^{*}$ is the dual space of $\mathcal{H}_{1}$.

Proposition 7.3.1. Let $m \in \mathbb{N}$ be as in Proposition 7.2.6 for $v=v_{0}$, if $k$ is odd, or as in Proposition 7.2.7, if $k$ is even. For every $\varepsilon \in(0,1]$, the map $L_{\varepsilon}$ defined in (7.16) belongs to $\mathcal{H}_{1}^{*}$ and, as $\varepsilon \rightarrow 0^{+}$,

$$
\left\|L_{\varepsilon}\right\|_{\mathcal{H}_{1}^{*}}= \begin{cases}O\left(\varepsilon^{\frac{m}{2}-1+\frac{1}{p}}\right), & \text { if } k \text { is odd, }  \tag{7.62}\\ O\left(\varepsilon^{\frac{1}{p}}\right), & \text { if } k \text { is even and } m=0, \\ O\left(\varepsilon^{m-1+\frac{1}{p}}\right), & \text { if } k \text { is even and } m>0\end{cases}
$$

for every $p \in(1,2)$. In particular, $L_{\varepsilon} \rightarrow 0$ in $\mathcal{H}_{1}^{*}$ as $\varepsilon \rightarrow 0^{+}$.

Proof. If $k$ is odd, for every $p \in(1,2)$ and $w \in \mathcal{H}_{1}$, from the Hölder inequality, (7.3) and (7.53) it follows that, letting $p^{\prime}=\frac{p}{p-1}$,

$$
\left|L_{\varepsilon}(w)\right| \leq 2 \sum_{j=1}^{k_{1}+k_{2}}\left\|\nabla v_{0}\right\|_{L^{p}\left(S_{\varepsilon}^{j}\right)}\left\|\gamma_{+}^{j}(w)\right\|_{L^{p^{\prime}}\left(S_{\varepsilon}^{j}\right)} \leq C \varepsilon^{\frac{m}{2}-1+\frac{1}{p}}\|w\|_{\mathcal{H}_{1}}
$$

for some constant $C>0$ independent of $\varepsilon$. If $k$ is even, the proof is similar due to (7.60).
For every $\varepsilon \in(0,1]$, we now consider the functional $J_{\varepsilon}$ defined in (7.17) and, recalling the definition of $\widetilde{\mathcal{H}}_{\varepsilon}$ in (7.5), the minimization problem

$$
\begin{equation*}
\inf \left\{J_{\varepsilon}(w): w \in \mathcal{H}_{\varepsilon} \text { and } w-v_{0} \in \widetilde{\mathcal{H}}_{\varepsilon}\right\} \tag{7.63}
\end{equation*}
$$

Note that, since $v_{0} \in \widetilde{\mathcal{H}}_{0}$, the condition $w-v_{0} \in \widetilde{\mathcal{H}}_{\varepsilon}$ is equivalent to

$$
T^{j}(w)= \begin{cases}0, & \text { on } \Gamma_{0}^{j} \text { for all } j=1, \ldots, k_{1}  \tag{7.64}\\ 2 v_{0}, & \text { on } S_{\varepsilon}^{j} \text { for all } j=1, \ldots, k_{1}+k_{2}\end{cases}
$$

Proposition 7.3.2. The infimum in (7.63) is achieved by a unique $V_{\varepsilon} \in \mathcal{H}_{\varepsilon}$. Furthermore, $V_{\varepsilon}$ weakly solves the problem

$$
\begin{cases}-\Delta V_{\varepsilon}=0, & \text { in } \Omega \backslash \Gamma_{\varepsilon},  \tag{7.65}\\ V_{\varepsilon}=0, & \text { on } \partial \Omega, \\ T^{j}\left(V_{\varepsilon}-v_{0}\right)=0, & \text { on } \Gamma_{\varepsilon}^{j} \quad \text { for all } j=1, \ldots, k_{1}, \\ T^{j}\left(\nabla V_{\varepsilon} \cdot \nu^{j}-\nabla v_{0} \cdot \nu^{j}\right)=0, & \text { on } \Gamma_{\varepsilon}^{j} \quad \text { for all } j=1, \ldots, k_{1}, \\ T^{j}\left(V_{\varepsilon}-v_{0}\right)=0, & \text { on } S_{\varepsilon}^{j} \quad \text { for all } j=k_{1}+1, \ldots, k_{1}+k_{2}, \\ T^{j}\left(\nabla V_{\varepsilon} \cdot \nu^{j}-\nabla v_{0} \cdot \nu^{j}\right)=0, & \text { on } S_{\varepsilon}^{j} \quad \text { for all } j=k_{1}+1, \ldots, k_{1}+k_{2},\end{cases}
$$

in the sense that $V_{\varepsilon} \in \mathcal{H}_{\varepsilon}, V_{\varepsilon}-v_{0} \in \widetilde{\mathcal{H}}_{\varepsilon}$, and

$$
\begin{equation*}
\int_{\Omega \backslash \Gamma_{\varepsilon}} \nabla V_{\varepsilon} \cdot \nabla w d x=-L_{\varepsilon}(w) \quad \text { for all } w \in \widetilde{\mathcal{H}}_{\varepsilon} \tag{7.66}
\end{equation*}
$$

Proof. In view of (7.17), the continuity of the linear operator $L_{\varepsilon}$, and Proposition 7.2.2, we can easily verify that $J_{\varepsilon}$ is continuous and coercive on the set $v_{0}+\widetilde{\mathcal{H}}_{\varepsilon}=\left\{w \in \mathcal{H}_{\varepsilon}: w-v_{0} \in \widetilde{\mathcal{H}}_{\varepsilon}\right\}$, which is closed and convex. Moreover, $J_{\varepsilon}$ is convex. Therefore, the infimum in (7.63) is achieved by some $V_{\varepsilon}$, which weakly solves (7.65) in the sense of (7.66). If $V_{\varepsilon, 1}, V_{\varepsilon, 2} \in v_{0}+\widetilde{\mathcal{H}}_{\varepsilon}$ are weak solutions of (7.65), then $V_{\varepsilon, 1}-V_{\varepsilon, 2} \in \widetilde{\mathcal{H}}_{\varepsilon}$ and

$$
\begin{equation*}
\int_{\Omega \backslash \Gamma_{\varepsilon}}\left(\nabla V_{\varepsilon, 1}-\nabla V_{\varepsilon, 2}\right) \cdot \nabla w d x=0 \quad \text { for all } w \in \tilde{\mathcal{H}}_{\varepsilon} \tag{7.67}
\end{equation*}
$$

Testing (7.67) with $w=V_{\varepsilon, 1}-V_{\varepsilon, 2}$ we obtain $\nabla\left(V_{\varepsilon, 1}-V_{\varepsilon, 2}\right)=0$ and hence, by Proposition 7.2.2, we conclude that $V_{\varepsilon, 1}=V_{\varepsilon, 2}$.

For every $\varepsilon \in(0,1]$, let $J_{\varepsilon}$ and $V_{\varepsilon}$ be as (7.17) and Proposition 7.3.2, respectively. We consider the quantity $\mathcal{E}_{\varepsilon}:=J_{\varepsilon}\left(V_{\varepsilon}\right)$ as in (7.19). $\mathcal{E}_{\varepsilon}$ plays a significant role in the asymptotic expansion of the eigenvalue variation $\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}$, as the poles $a_{\varepsilon}^{j}$ move towards the collision at 0 .

To derive a first upper and lower bound for $\mathcal{E}_{\varepsilon}$, we consider, for every $r>0$, the radial cut-off function $\eta_{r} \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{2}\right)$ defined as

$$
\begin{equation*}
\eta_{r}(x):=\eta\left(\frac{x}{r}\right) \tag{7.68}
\end{equation*}
$$

with $\eta$ as in (7.29).
Proposition 7.3.3. Let $m \in \mathbb{N}$ be as in Proposition 7.2. 6 for $v=v_{0}$, if $k$ is odd, or as in Proposition 7.2.7, if $k$ is even. Then there exists a constant $C_{1}>0$ such that, for all $\varepsilon \in(0,1]$,

$$
\mathcal{E}_{\varepsilon} \leq \begin{cases}C_{1} \varepsilon^{m}, & \text { if } k \text { is odd }  \tag{7.69}\\ C_{1} \frac{1}{|\log \varepsilon|}, & \text { if } k \text { is even and } m=0 \\ C_{1} \varepsilon^{2 m}, & \text { if } k \text { is even and } m>0\end{cases}
$$

Moreover, for every $p \in(1,2)$ there exists $C_{2}=C_{2}(p)>0$ such that

$$
\mathcal{E}_{\varepsilon} \geq \begin{cases}-C_{2} \varepsilon^{m-2+\frac{2}{p}}, & \text { if } k \text { is odd },  \tag{7.70}\\ -C_{2} \varepsilon^{\frac{2}{p}}, & \text { if } k \text { is even and } m=0, \\ -C_{2} \varepsilon^{2 m-2+\frac{2}{p}}, & \text { if } k \text { is even and } m>0 .\end{cases}
$$

In particular, $\mathcal{E}_{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0^{+}$.
Proof. If $k$ is odd, let $\eta_{\varepsilon} \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{2}\right)$ be a cut-off function as in (7.68) with $r=\varepsilon$. From (7.16), (7.17), (7.63), (7.19), and (7.53) it follows that

$$
\begin{aligned}
J_{\varepsilon}\left(V_{\varepsilon}\right) & \leq J_{\varepsilon}\left(\eta_{\varepsilon} v_{0}\right) \leq \frac{1}{2} \int_{\Omega \backslash \Gamma_{\varepsilon}}\left|\nabla\left(\eta_{\varepsilon} v_{0}\right)\right|^{2} d x+2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{\varepsilon}^{j}}\left|\nabla v_{0}\right|\left|v_{0}\right| d S \\
& \leq \int_{\left(\Omega \cap D_{2 \varepsilon}(0)\right) \backslash \Gamma_{\varepsilon}}\left|\nabla v_{0}\right|^{2} d x+\int_{\Omega \cap D_{2 \varepsilon}(0)}\left|\nabla \eta_{\varepsilon}\right|^{2} v_{0}^{2} d x+2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{\varepsilon}^{j}}\left|\nabla v_{0}\right|\left|v_{0}\right| d S \leq C_{1} \varepsilon^{m}
\end{aligned}
$$

for some constant $C_{1}>0$ independent of $\varepsilon$. If $k$ is even and $m \in \mathbb{N} \backslash\{0\},(7.69)$ can be proved arguing in a similar way and using (7.60) instead of (7.53).

If $k$ is even and $m=0$, for every $\varepsilon \in(0,1]$ we consider the cut-off function $\omega_{\varepsilon} \in W^{1, \infty}\left(\mathbb{R}^{2}\right)$ defined in (7.45). We have $0 \leq \omega_{\varepsilon} \leq 1$ and, thanks to (7.16), (7.17), (7.63), (7.19), and (7.60) with $m=0$,

$$
\begin{aligned}
& J_{\varepsilon}\left(V_{\varepsilon}\right) \leq J_{\varepsilon}\left(\omega_{\varepsilon} v_{0}\right) \leq \frac{1}{2} \int_{\Omega \backslash \Gamma_{\varepsilon}}\left|\nabla\left(\omega_{\varepsilon} v_{0}\right)\right|^{2} d x+2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{\varepsilon}^{j}}\left|\nabla v_{0}\right|\left|v_{0}\right| d S \\
& \leq \int_{\left(\Omega \cap D_{\sqrt{\varepsilon}}(0)\right) \backslash \Gamma_{\varepsilon}}\left|\nabla v_{0}\right|^{2} d x+\int_{\Omega \cap D_{\sqrt{\varepsilon}}(0)}\left|\nabla \omega_{\varepsilon}\right|^{2} v_{0}^{2} d x+2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{\varepsilon}^{j}}\left|\nabla v_{0}\right|\left|v_{0}\right| d S \leq C_{1} \frac{1}{|\log \varepsilon|}
\end{aligned}
$$

for some constant $C_{1}>0$ independent of $\varepsilon$. Estimate (7.69) is thereby proved.
To prove (7.70), we observe that

$$
\begin{aligned}
\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{1}}^{2} & =\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}=2 \mathcal{E}_{\varepsilon}-2 L_{\varepsilon}\left(V_{\varepsilon}\right) \leq 2 \mathcal{E}_{\varepsilon}+2\left|L_{\varepsilon}\left(V_{\varepsilon}\right)\right| \\
& \leq 2 \mathcal{E}_{\varepsilon}+2\left\|L_{\varepsilon}\right\|_{\mathcal{H}_{1}^{*}}\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{1}} \leq 2 \mathcal{E}_{\varepsilon}+2\left\|L_{\varepsilon}\right\|_{\mathcal{H}_{1}^{*}}^{2}+\frac{1}{2}\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{1}}^{2}
\end{aligned}
$$

and hence

$$
\begin{equation*}
\mathcal{E}_{\varepsilon}+\left\|L_{\varepsilon}\right\|_{\mathcal{H}_{1}^{*}}^{2} \geq \frac{1}{4}\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{1}}^{2} \geq 0 \tag{7.71}
\end{equation*}
$$

which, together with (7.62), implies (7.70).
Proposition 7.3.4. We have $V_{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0^{+}$strongly in $\mathcal{H}_{1}$.
Proof. From Proposition 7.3 .3 we have $\lim _{\varepsilon \rightarrow 0^{+}} \mathcal{E}_{\varepsilon}=0$, whereas Proposition 7.3 .1 implies that $\lim _{\varepsilon \rightarrow 0^{+}}\left\|L_{\varepsilon}\right\|_{\mathcal{H}_{1}^{*}}=0$. The conclusion then follows from (7.71).

Proposition 7.3.5. We have $\mathcal{E}_{\varepsilon}=o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right)$ as $\varepsilon \rightarrow 0^{+}$.
Proof. Proceeding similarly to the previous proof, we have

$$
\left|\mathcal{E}_{\varepsilon}\right| \leq \frac{\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{1}}^{2}}{2}+\left\|L_{\varepsilon}\right\|_{\mathcal{H}_{1}^{*}}\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{1}}
$$

and we can conclude thanks to (7.62) and Proposition 7.3.4.
Proposition 7.3.6. We have

$$
\int_{\Omega} V_{\varepsilon}^{2} d x=o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}\right) \quad \text { as } \varepsilon \rightarrow 0^{+}
$$

Proof. Let us assume by contradiction that there exist a positive constant $C>0$ and a sequence $\left\{\varepsilon_{n}\right\}_{n \in \mathbb{N}} \subset(0,1)$ such that $\lim _{n \rightarrow \infty} \varepsilon_{n}=0$ and

$$
\begin{equation*}
\int_{\Omega} V_{\varepsilon_{n}}^{2} d x \geq C \int_{\Omega \backslash \Gamma_{\varepsilon_{n}}}\left|\nabla V_{\varepsilon_{n}}\right|^{2} d x \quad \text { for all } n \in \mathbb{N} \tag{7.72}
\end{equation*}
$$

For every $n \in \mathbb{N}$, we define $W_{n}:=\frac{V_{\varepsilon_{n}}}{\left\|V_{\varepsilon_{n}}\right\|_{L^{2}(\Omega)}}$. Then $\left\|W_{n}\right\|_{L^{2}(\Omega)}=1$ for every $n \in \mathbb{N}$ and $\left\{W_{n}\right\}_{n \in \mathbb{N}}$ is bounded in $\mathcal{H}_{1}$ thanks to (7.72). It follows that there exists $W \in \mathcal{H}_{1}$ such that $W_{n} \rightharpoonup W$ weakly in $\mathcal{H}_{1}$ as $n \rightarrow \infty$, up to a subsequence. Since $W_{n} \in \mathcal{H}_{\varepsilon_{n}}$ for every $n$, from Proposition 7.2 .3 we deduce that $W \in \mathcal{H}_{0}$, while Remark 7.2.1 ensures that

$$
\begin{equation*}
\|W\|_{L^{2}(\Omega)}=1 \tag{7.73}
\end{equation*}
$$

Since $W_{n}-\left\|V_{\varepsilon_{n}}\right\|_{L^{2}(\Omega)}^{-1} v_{0} \in \widetilde{\mathcal{H}}_{\varepsilon_{n}}$, we have $T^{j}\left(W_{n}\right)=0$ on $\Gamma_{0}^{j}$ for all $j=1, \ldots, k_{1}$, see (7.64). By continuity of the trace operator (7.4), we deduce that $T^{j}(W)=0$ on $\Gamma_{0}^{j}$ for all $j=1, \ldots, k_{1}$, hence $W \in \widetilde{\mathcal{H}}_{0}$.

Let $w \in \widetilde{\mathcal{H}}_{0,0}$, where $\widetilde{\mathcal{H}}_{0,0}$ is defined in Lemma 7.2.4. For $n$ sufficiently large, $w \in \widetilde{\mathcal{H}}_{\varepsilon_{n}}$ and $L_{\varepsilon_{n}}(w)=0$, hence we can test (7.66) with $w$, thus obtaining

$$
\int_{\Omega \backslash \Gamma_{1}} \nabla W_{n} \cdot \nabla w d x=\int_{\Omega \backslash \Gamma_{\varepsilon_{n}}} \nabla W_{n} \cdot \nabla w d x=-L_{\varepsilon_{n}}(w)=0 .
$$

Letting $n \rightarrow \infty$ in the above identity, we obtain $\int_{\Omega \backslash \Gamma_{0}} \nabla W \cdot \nabla w d x=0$ for all $w \in \widetilde{\mathcal{H}}_{0,0}$ and hence, by the density of $\widetilde{\mathcal{H}}_{0,0}$ in $\widetilde{\mathcal{H}}_{0}$ established in Lemma 7.2.4,

$$
\begin{equation*}
\int_{\Omega \backslash \Gamma_{0}} \nabla W \cdot \nabla w d x=0 \quad \text { for all } w \in \widetilde{\mathcal{H}}_{0} \tag{7.74}
\end{equation*}
$$

Choosing $w=W$ in (7.74), we conclude that $W=0$, thus contradicting (7.73).

### 7.4 Asymptotic expansion of the eigenvalue variation

For every $\varepsilon \in[0,1]$, we consider the bilinear form $q_{\varepsilon}: \widetilde{\mathcal{H}}_{\varepsilon} \times \widetilde{\mathcal{H}}_{\varepsilon} \rightarrow \mathbb{R}$ defined as

$$
\begin{equation*}
q_{\varepsilon}\left(w_{1}, w_{2}\right):=\int_{\Omega \backslash \Gamma_{\varepsilon}} \nabla w_{1} \cdot \nabla w_{2} d x \tag{7.75}
\end{equation*}
$$

where $\widetilde{\mathcal{H}}_{\varepsilon}$ is as in (7.5). To simplify notation, we denote by $q_{\varepsilon}$ both the bilinear form defined above and the associated quadratic form

$$
q_{\varepsilon}(w)=\int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x=\|w\|_{\mathcal{H}_{\varepsilon}}^{2}, \quad w \in \widetilde{\mathcal{H}}_{\varepsilon}
$$

The following preliminary result can be obtained in a standard way from the compactness properties pointed out in Remark 7.2.1 and abstract spectral theory, see for example [84, Theorems 6.16 and 6.21, Proposition 8.20].
Proposition 7.4.1. Let $\varepsilon \in[0,1]$ and $\mathcal{F}_{\varepsilon}: \widetilde{\mathcal{H}}_{\varepsilon} \rightarrow \widetilde{\mathcal{H}}_{\varepsilon}$ be the linear operator defined as

$$
\begin{equation*}
q_{\varepsilon}\left(\mathcal{F}_{\varepsilon}\left(w_{1}\right), w_{2}\right)=\left(w_{1}, w_{2}\right)_{L^{2}(\Omega)} \tag{7.76}
\end{equation*}
$$

Then
(i) $\mathcal{F}_{\varepsilon}$ is symmetric, non-negative and compact; in particular 0 belongs to its spectrum $\sigma\left(\mathcal{F}_{\varepsilon}\right)$.
(ii) $\sigma\left(\mathcal{F}_{\varepsilon}\right) \backslash\{0\}=\left\{\mu_{n, \varepsilon}\right\}_{n \in \mathbb{N} \backslash\{0\}}$, where $\mu_{n, \varepsilon}:=1 / \lambda_{\varepsilon, n}$ for every $n \in \mathbb{N} \backslash\{0\}$.
(iii) For every $\mu \in \mathbb{R}$ and $w \in \widetilde{\mathcal{H}}_{\varepsilon}$,

$$
\left(\operatorname{dist}\left(\mu, \sigma\left(\mathcal{F}_{\varepsilon}\right)\right)\right)^{2} \leq \frac{q_{\varepsilon}\left(\mathcal{F}_{\varepsilon}(w)-\mu w\right)}{q_{\varepsilon}(w)}
$$

Letting $n_{0} \in \mathbb{N} \backslash\{0\}, v_{0}$ and $\lambda_{0}=\lambda_{0, n_{0}}$ be as in Section 7.3 , to prove an asymptotic expansion of the eigenvalue variation we further assume that

$$
\begin{equation*}
\lambda_{0} \text { is simple as an eigenvalue of }(1.10), \tag{7.77}
\end{equation*}
$$

and, consequently, as an eigenvalue of (7.14). Therefore, the continuity result of [97, Theorem 1.2], see (1.12), implies that also $\lambda_{\varepsilon, n_{0}}$ is simple for $\varepsilon$ sufficiently small. From now on, we denote

$$
\lambda_{\varepsilon}=\lambda_{\varepsilon, n_{0}} .
$$

For $\varepsilon$ small, let $v_{\varepsilon} \in \widetilde{\mathcal{H}}_{\varepsilon}$ be the unique eigenfunction of (7.10) associated to the eigenvalue $\lambda_{\varepsilon}=\lambda_{\varepsilon, n_{0}}$ satisfying

$$
\begin{equation*}
\int_{\Omega} v_{\varepsilon}^{2} d x=1 \quad \text { and } \quad \int_{\Omega} v_{\varepsilon} v_{0} d x>0 \tag{7.78}
\end{equation*}
$$

We denote as $\Pi_{\varepsilon}$ the projection onto the one-dimensional space spanned by $v_{\varepsilon}$, i.e.

$$
\begin{align*}
\Pi_{\varepsilon}: & L^{2}(\Omega) \rightarrow \widetilde{\mathcal{H}}_{\varepsilon}  \tag{7.79}\\
& w \mapsto\left(w, v_{\varepsilon}\right)_{L^{2}(\Omega)} v_{\varepsilon}
\end{align*}
$$

Theorem 7.1.1 is contained in the following result, the proof of which is inspired by [3, Appendix A].

Theorem 7.4.2. Under assumption (7.77), the following asymptotic expansion holds:

$$
\begin{equation*}
\lambda_{\varepsilon}-\lambda_{0}=2 \mathcal{E}_{\varepsilon}-2 L_{\varepsilon}\left(v_{0}\right)+o\left(L_{\varepsilon}\left(v_{0}\right)\right)+o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}\right) \quad \text { as } \varepsilon \rightarrow 0^{+}, \tag{7.80}
\end{equation*}
$$

where $V_{\varepsilon}$ is as Proposition 7.3.2. Furthermore,

$$
\begin{align*}
& \left\|v_{0}-V_{\varepsilon}-\Pi_{\varepsilon}\left(v_{0}-V_{\varepsilon}\right)\right\|_{\mathcal{H}_{\varepsilon}}=o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right) \quad \text { as } \varepsilon \rightarrow 0^{+},  \tag{7.81}\\
& \left\|v_{0}-\Pi_{\varepsilon}\left(v_{0}-V_{\varepsilon}\right)\right\|_{L^{2}(\Omega)}=o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right) \quad \text { as } \varepsilon \rightarrow 0^{+},  \tag{7.82}\\
& \left\|\Pi_{\varepsilon}\left(v_{0}-V_{\varepsilon}\right)\right\|_{L^{2}(\Omega)}^{2}=1+o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} . \tag{7.83}
\end{align*}
$$

Proof. Let $\psi_{\varepsilon}:=v_{0}-V_{\varepsilon}$. We recall that we are assuming that $v_{0}$ is real-valued and $\left\|v_{0}\right\|_{L^{2}(\Omega)}=$ 1. From (7.65) and (7.14) it follows that $\psi_{\varepsilon} \in \widetilde{\mathcal{H}}_{\varepsilon}$ is a weak solution of the problem

$$
\begin{cases}-\Delta \psi_{\varepsilon}=\lambda_{0} v_{0}, & \text { in } \Omega \backslash \Gamma_{\varepsilon}, \\ \psi_{\varepsilon}=0, & \text { on } \partial \Omega, \\ T^{j}\left(\psi_{\varepsilon}\right)=0, & \text { on } \Gamma_{\varepsilon}^{j} \text { for all } j=1, \ldots, k_{1}, \\ T^{j}\left(\nabla \psi_{\varepsilon} \cdot \nu^{j}\right)=0, & \text { on } \Gamma_{\varepsilon}^{j} \text { for all } j=1, \ldots, k_{1}, \\ T^{j}\left(\psi_{\varepsilon}\right)=0, & \text { on } S_{\varepsilon}^{j} \text { for all } j=k_{1}+1, \ldots, k_{1}+k_{2}, \\ T^{j}\left(\nabla \psi_{\varepsilon} \cdot \nu^{j}\right)=0, & \text { on } S_{\varepsilon}^{j} \text { for all } j=k_{1}+1, \ldots, k_{1}+k_{2},\end{cases}
$$

in the sense that, letting $q_{\varepsilon}$ be as in (7.75),

$$
\begin{equation*}
q_{\varepsilon}\left(\psi_{\varepsilon}, w\right)=\lambda_{0}\left(v_{0}, w\right)_{L^{2}(\Omega)} \quad \text { for all } w \in \widetilde{\mathcal{H}}_{\varepsilon} \tag{7.84}
\end{equation*}
$$

Let $v_{\varepsilon}$ be an eigenfunction of (7.10) associated to $\lambda_{\varepsilon}$ chosen as in (7.78). Let $\Pi_{\varepsilon}$ be the projection operator onto the one-dimensional space spanned by $v_{\varepsilon}$ defined in (7.79). Moreover, we define

$$
\begin{equation*}
\hat{v}_{\varepsilon}:=\frac{\Pi_{\varepsilon}\left(\psi_{\varepsilon}\right)}{\left\|\Pi_{\varepsilon}\left(\psi_{\varepsilon}\right)\right\|_{L^{2}(\Omega)}} . \tag{7.85}
\end{equation*}
$$

From (7.84) we deduce that

$$
\begin{equation*}
q_{\varepsilon}\left(\psi_{\varepsilon}, w\right)-\lambda_{0}\left(\psi_{\varepsilon}, w\right)_{L^{2}(\Omega)}=\lambda_{0}\left(V_{\varepsilon}, w\right)_{L^{2}(\Omega)} \quad \text { for all } w \in \widetilde{\mathcal{H}}_{\varepsilon} \tag{7.86}
\end{equation*}
$$

Choosing $w=\hat{v}_{\varepsilon}$ in (7.86), by (7.47) and (7.85) we obtain

$$
\begin{equation*}
\left(\lambda_{\varepsilon}-\lambda_{0}\right)\left(\psi_{\varepsilon}, \hat{v}_{\varepsilon}\right)_{L^{2}(\Omega)}=\lambda_{0}\left(V_{\varepsilon}, v_{0}\right)_{L^{2}(\Omega)}+\lambda_{0}\left(V_{\varepsilon}, \hat{v}_{\varepsilon}-v_{0}\right)_{L^{2}(\Omega)} . \tag{7.87}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\lambda_{0} \int_{\Omega} V_{\varepsilon} v_{0} d x=2 \mathcal{E}_{\varepsilon}-2 L_{\varepsilon}\left(v_{0}\right) . \tag{7.88}
\end{equation*}
$$

Indeed, an integration by parts yields

$$
\begin{align*}
\int_{\Omega \backslash \Gamma_{\varepsilon}} \nabla & v_{0} \cdot \nabla V_{\varepsilon} d x-\lambda_{0} \int_{\Omega} v_{0} V_{\varepsilon} d x  \tag{7.89}\\
= & \sum_{j=1}^{k_{1}} \int_{\Gamma_{0}^{j}}\left(-\gamma_{+}^{j}\left(V_{\varepsilon}\right) \gamma_{+}^{j}\left(\nabla v_{0} \cdot \nu^{j}\right)+\gamma_{-}^{j}\left(V_{\varepsilon}\right) \gamma_{-}^{j}\left(\nabla v_{0} \cdot \nu^{j}\right)\right) d S \\
& +\sum_{j=1}^{k_{1}+k_{2}} \int_{S_{\varepsilon}^{j}}\left(-\gamma_{+}^{j}\left(V_{\varepsilon}\right) \nabla v_{0} \cdot \nu^{j}+\gamma_{-}^{j}\left(V_{\varepsilon}\right) \nabla v_{0} \cdot \nu^{j}\right) d S \\
= & -2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{\varepsilon}^{j}} \gamma_{+}^{j}\left(V_{\varepsilon}\right) \nabla v_{0} \cdot \nu^{j} d S+2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{\varepsilon}^{j}} v_{0} \nabla v_{0} \cdot \nu^{j} d S,
\end{align*}
$$

thanks to (7.65). Testing (7.84) with $V_{\varepsilon}-v_{0}$ we obtain

$$
\int_{\Omega \backslash \Gamma_{\varepsilon}}\left|\nabla\left(V_{\varepsilon}-v_{0}\right)\right|^{2}=-\lambda_{0} \int_{\Omega} v_{0}\left(V_{\varepsilon}-v_{0}\right) d x
$$

and hence, in view of (7.51),

$$
\begin{equation*}
\int_{\Omega \backslash \Gamma_{\varepsilon}} \nabla V_{\varepsilon} \cdot \nabla v_{0} d x=\frac{1}{2} \int_{\Omega \backslash \Gamma_{\varepsilon}}\left|\nabla V_{\varepsilon}\right|^{2} d x+\frac{\lambda_{0}}{2} \int_{\Omega} v_{0} V_{\varepsilon} d x . \tag{7.90}
\end{equation*}
$$

Combining (7.16), (7.17), (7.19), (7.89) and (7.90), we derive (7.88).
From (7.87) and (7.88) we deduce that, for all $\varepsilon \in(0,1)$,

$$
\begin{equation*}
\left(\lambda_{\varepsilon}-\lambda_{0}\right)\left(\psi_{\varepsilon}, \hat{v}_{\varepsilon}\right)_{L^{2}(\Omega)}=2 \mathcal{E}_{\varepsilon}-2 L_{\varepsilon}\left(v_{0}\right)+\lambda_{0}\left(V_{\varepsilon}, \hat{v}_{\varepsilon}-v_{0}\right)_{L^{2}(\Omega)} . \tag{7.91}
\end{equation*}
$$

Now we study the asymptotics, as $\varepsilon \rightarrow 0^{+}$, of each term in (7.91). For the sake of clarity, we divide the rest of the proof into several steps.
Step 1. We claim that

$$
\begin{equation*}
\left|\lambda_{\varepsilon}-\lambda_{0}\right|=o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.92}
\end{equation*}
$$

Letting $\mu_{0}:=\lambda_{0}^{-1}$ and $\mu_{\varepsilon}:=\lambda_{\varepsilon}^{-1}$, since $\lambda_{0}$ is simple and $\lambda_{\varepsilon} \rightarrow \lambda_{0}$ by (1.12), we have

$$
\begin{equation*}
\left|\lambda_{\varepsilon}-\lambda_{0}\right|=\lambda_{\varepsilon} \lambda_{0}\left|\mu_{\varepsilon}-\mu_{0}\right| \leq 2 \lambda_{0}^{2} \operatorname{dist}\left(\mu_{0}, \sigma\left(\mathcal{F}_{\varepsilon}\right)\right) \leq 2 \lambda_{0}^{2}\left(\frac{q_{\varepsilon}\left(\mathcal{F}_{\varepsilon}\left(\psi_{\varepsilon}\right)-\mu_{0} \psi_{\varepsilon}\right)}{q_{\varepsilon}\left(\psi_{\varepsilon}\right)}\right)^{1 / 2} \tag{7.93}
\end{equation*}
$$

where the last inequality is justified by Proposition 7.4.1. Since $\left\|v_{0}\right\|_{L^{2}(\Omega)}=1$, Proposition 7.3.4 and the Cauchy-Schwarz inequality imply that

$$
\begin{equation*}
q_{\varepsilon}\left(\psi_{\varepsilon}\right)=\lambda_{0}+\int_{\Omega \backslash \Gamma_{\varepsilon}}\left|\nabla V_{\varepsilon}\right|^{2} d x-2 \int_{\Omega \backslash \Gamma_{\varepsilon}} \nabla V_{\varepsilon} \cdot \nabla v_{0} d x=\lambda_{0}+o(1) \tag{7.94}
\end{equation*}
$$

Furthermore, in view of (7.76) and (7.84) tested with $\mathcal{F}_{\varepsilon}\left(\psi_{\varepsilon}\right)-\mu_{0} \psi_{\varepsilon}$,

$$
\begin{aligned}
q_{\varepsilon}\left(\mathcal{F}_{\varepsilon}\left(\psi_{\varepsilon}\right)-\mu_{0} \psi_{\varepsilon}\right)= & -\left(V_{\varepsilon}, \mathcal{F}_{\varepsilon}\left(\psi_{\varepsilon}\right)-\mu_{0} \psi_{\varepsilon}\right)_{L^{2}(\Omega)}+\left(v_{0}, \mathcal{F}_{\varepsilon}\left(\psi_{\varepsilon}\right)-\mu_{0} \psi_{\varepsilon}\right)_{L^{2}(\Omega)} \\
& -q_{\varepsilon}\left(\mu_{0} \psi_{\varepsilon}, \mathcal{F}_{\varepsilon}\left(\psi_{\varepsilon}\right)-\mu_{0} \psi_{\varepsilon}\right)=-\left(V_{\varepsilon}, \mathcal{F}_{\varepsilon}\left(\psi_{\varepsilon}\right)-\mu_{0} \psi_{\varepsilon}\right)_{L^{2}(\Omega)}
\end{aligned}
$$

Hence, by Proposition 7.2.2, Proposition 7.3.6 and the Cauchy-Schwarz inequality we conclude that

$$
\begin{equation*}
\left(q_{\varepsilon}\left(\mathcal{F}_{\varepsilon}\left(\psi_{\varepsilon}\right)-\mu_{0} \psi_{\varepsilon}\right)\right)^{1 / 2}=o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.95}
\end{equation*}
$$

Claim (7.92) is proved by combining (7.93), (7.94), and (7.95).
Step 2. We claim that

$$
\begin{equation*}
q_{\varepsilon}\left(\psi_{\varepsilon}-\Pi_{\varepsilon} \psi_{\varepsilon}\right)=o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.96}
\end{equation*}
$$

Let

$$
\begin{equation*}
\chi_{\varepsilon}:=\psi_{\varepsilon}-\Pi_{\varepsilon} \psi_{\varepsilon} \quad \text { and } \quad \xi_{\varepsilon}:=\mathcal{F}_{\varepsilon}\left(\chi_{\varepsilon}\right)-\mu_{\varepsilon} \chi_{\varepsilon} \tag{7.97}
\end{equation*}
$$

By definition we have

$$
\chi_{\varepsilon} \in N_{\varepsilon}:=\left\{w \in \widetilde{\mathcal{H}}_{\varepsilon}:\left(w, v_{\varepsilon}\right)_{L^{2}(\Omega)}=0\right\}
$$

and, since $v_{\varepsilon}$ is an eigenfunction of (7.10), from (7.76) it follows that $\mathcal{F}_{\varepsilon}(w) \in N_{\varepsilon}$ for all $w \in N_{\varepsilon}$. Hence the operator

$$
\widetilde{\mathcal{F}}_{\varepsilon}:=\left.\mathcal{F}_{\varepsilon}\right|_{N_{\varepsilon}}: N_{\varepsilon} \rightarrow N_{\varepsilon}
$$

is well-defined. Furthermore, it is easy to verify that $\widetilde{\mathcal{F}}_{\varepsilon}$ satisfies properties (i)-(iii) of Proposition 7.4.1 and $\sigma\left(\widetilde{\mathcal{F}}_{\varepsilon}\right)=\sigma\left(\mathcal{F}_{\varepsilon}\right) \backslash\left\{\mu_{\varepsilon}\right\}$. In particular, there exists a constant $K>0$, which does not depends on $\varepsilon$, such that $\left(\operatorname{dist}\left(\mu_{\varepsilon}, \sigma\left(\widetilde{F}_{\varepsilon}\right)\right)\right)^{2} \geq K$. Then, by (7.97),

$$
\begin{align*}
q_{\varepsilon}\left(\psi_{\varepsilon}-\Pi_{\varepsilon} \psi_{\varepsilon}\right)=q\left(\chi_{\varepsilon}\right) \leq \frac{1}{K}\left(\operatorname{dist}\left(\mu_{\varepsilon}, \sigma\left(\widetilde{\mathcal{F}}_{\varepsilon}\right)\right)\right)^{2} q_{\varepsilon}\left(\chi_{\varepsilon}\right) \leq \frac{1}{K} q_{\varepsilon}\left(\widetilde{\mathcal{F}}_{\varepsilon}\left(\chi_{\varepsilon}\right)-\right. & \left.\mu_{\varepsilon} \chi_{\varepsilon}\right) \\
& =\frac{1}{K} q_{\varepsilon}\left(\xi_{\varepsilon}\right) \tag{7.98}
\end{align*}
$$

To estimate $q_{\varepsilon}\left(\xi_{\varepsilon}\right)$ we use (7.86) and (7.47) tested with $\xi_{\varepsilon}$, thus obtaining

$$
\begin{equation*}
q_{\varepsilon}\left(\chi_{\varepsilon}, \xi_{\varepsilon}\right)-\lambda_{\varepsilon}\left(\chi_{\varepsilon}, \xi_{\varepsilon}\right)_{L^{2}(\Omega)}=\lambda_{0}\left(V_{\varepsilon}, \xi_{\varepsilon}\right)_{L^{2}(\Omega)}+\left(\lambda_{0}-\lambda_{\varepsilon}\right)\left(\psi_{\varepsilon}, \xi_{\varepsilon}\right)_{L^{2}(\Omega)} \tag{7.99}
\end{equation*}
$$

From (7.76) and (7.99) we deduce that

$$
\begin{aligned}
q_{\varepsilon}\left(\xi_{\varepsilon}\right) & =q_{\varepsilon}\left(\mathcal{F}_{\varepsilon}\left(\chi_{\varepsilon}\right), \xi_{\varepsilon}\right)-\mu_{\varepsilon} q_{\varepsilon}\left(\chi_{\varepsilon}, \xi_{\varepsilon}\right)=-\mu_{\varepsilon}\left[q_{\varepsilon}\left(\chi_{\varepsilon}, \xi_{\varepsilon}\right)-\lambda_{\varepsilon} q_{\varepsilon}\left(\mathcal{F}_{\varepsilon}\left(\chi_{\varepsilon}\right), \xi_{\varepsilon}\right)\right] \\
& =-\frac{\lambda_{0}}{\lambda_{\varepsilon}}\left(V_{\varepsilon}, \xi_{\varepsilon}\right)_{L^{2}(\Omega)}-\frac{\left(\lambda_{0}-\lambda_{\varepsilon}\right)}{\lambda_{\varepsilon}}\left(\psi_{\varepsilon}, \xi_{\varepsilon}\right)_{L^{2}(\Omega)}
\end{aligned}
$$

From the Cauchy-Schwarz inequality, Proposition 7.2.2, and (1.12) it follows that

$$
\begin{equation*}
\left(q_{\varepsilon}\left(\xi_{\varepsilon}\right)\right)^{1 / 2} \leq C\left(\left\|V_{\varepsilon}\right\|_{L^{2}(\Omega)}+\left|\lambda_{\varepsilon}-\lambda_{0}\right|\left\|\psi_{\varepsilon}\right\|_{L^{2}(\Omega)}\right) \tag{7.100}
\end{equation*}
$$

for some constant $C>0$ which does not depend on $\varepsilon$. Furthermore, (7.86) tested with $\psi_{\varepsilon}$, (7.94), Proposition 7.2.2, and Proposition 7.3.4 yield

$$
\left\|\psi_{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}-1=-\left(V_{\varepsilon}, \psi_{\varepsilon}\right)_{L^{2}(\Omega)}+o(1)=o(1) \quad \text { as } \varepsilon \rightarrow 0^{+}
$$

Then (7.96) follows from Proposition 7.3.6, (7.92), (7.98), and (7.100). Estimate (7.81) is thereby proved.
Step 3. We claim that

$$
\begin{equation*}
\left\|v_{0}-\hat{v}_{\varepsilon}\right\|_{L^{2}(\Omega)}=o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.101}
\end{equation*}
$$

By (7.85)

$$
\begin{equation*}
v_{0}-\hat{v}_{\varepsilon}=v_{0}-\frac{\Pi_{\varepsilon} \psi_{\varepsilon}}{\left\|\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}}=\frac{1}{\left\|\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}}\left(\left(\left\|\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}-1\right) v_{0}+v_{0}-\Pi_{\varepsilon} \psi_{\varepsilon}\right) . \tag{7.102}
\end{equation*}
$$

Furthermore, from the definition of $\psi_{\varepsilon}$, Proposition 7.3.6, Proposition 7.2 .2 and (7.96) it follows that

$$
\begin{equation*}
\left\|v_{0}-\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)} \leq\left\|v_{0}-\psi_{\varepsilon}\right\|_{L^{2}(\Omega)}+\left\|\psi_{\varepsilon}-\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}=o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.103}
\end{equation*}
$$

thus proving (7.82). Since $\left\|v_{0}\right\|_{L^{2}(\Omega)}=1,(7.103)$ and the Cauchy-Schwarz inequality imply that

$$
\begin{align*}
&\left\|\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}=\left\|v_{0}-\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}+\left\|v_{0}\right\|_{L^{2}(\Omega)}^{2}-2\left(v_{0}-\Pi_{\varepsilon} \psi_{\varepsilon}, v_{0}\right)_{L^{2}(\Omega)} \\
&=1+o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right) \tag{7.104}
\end{align*}
$$

as $\varepsilon \rightarrow 0^{+}$, thus proving estimate (7.83). Combining (7.102), (7.103) and (7.104) we obtain (7.101).

Step 4. We claim that

$$
\begin{equation*}
\left(\psi_{\varepsilon}, \hat{v}_{\varepsilon}\right)_{L^{2}(\Omega)}=1+o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} . \tag{7.105}
\end{equation*}
$$

Indeed, by (7.85) we have

$$
\left(\psi_{\varepsilon}, \hat{v}_{\varepsilon}\right)_{L^{2}(\Omega)}=\frac{\left(\psi_{\varepsilon}-\Pi_{\varepsilon} \psi_{\varepsilon}, \Pi_{\varepsilon} \psi_{\varepsilon}\right)_{L^{2}(\Omega)}+\left\|\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}}{\left\|\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}}
$$

Hence claim (7.105) follows from (7.96) and (7.104).
Putting together Proposition 7.3.6, (7.88), (7.91), (7.101), and (7.105), we finally obtain

$$
\begin{aligned}
\lambda_{\varepsilon}-\lambda_{0} & =\left(1+o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right)\right)\left(2 \mathcal{E}_{\varepsilon}-2 L_{\varepsilon}\left(v_{0}\right)+o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}\right)\right) \\
& =2 \mathcal{E}_{\varepsilon}-2 L_{\varepsilon}\left(v_{0}\right)+o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}\right) \quad \text { as } \varepsilon \rightarrow 0^{+},
\end{aligned}
$$

thus proving (7.80).

### 7.5 Blow-up Analysis for $k$ odd

In this section we assume that $k$, and consequently $k_{1}$, are odd and we perform a blow-up analysis for the solution $V_{\varepsilon}$ of problem (7.65). In order to characterize the functional space containing the limit profile, we first need a Hardy-type inequality, for the validity of which the assumption that $k$ is odd is crucial.

### 7.5.1 A Hardy type inequality for functions jumping on an odd number of lines.

Let $\widetilde{\mathcal{X}}$ and $\widetilde{\mathcal{H}}$ be the functional spaces defined in (7.24) and (7.25), respectively. To prove a Hardy-type inequality in $\mathbb{R}^{2} \backslash D_{1}$ for functions in $\tilde{\mathcal{X}}$, we first need the following Hardy inequality on annuli for functions jumping on an odd number of lines. For every $r>0$, we define

$$
\widetilde{\mathcal{X}}_{r}:=\left\{w \in H^{1}\left(\left(D_{2 r} \backslash B_{r}\right) \backslash \Gamma_{0}\right): T^{j}(w)=0 \text { on } \Gamma_{0}^{j} \text { for all } j=1, \ldots, k_{1}\right\} .
$$

Lemma 7.5.1. Let $k$ and $k_{1}$ be odd. There exists a constant $C_{H}>0$ such that, for every $r>0$ and $w \in \widetilde{\mathcal{X}}_{r}$,

$$
\begin{equation*}
r^{-2} \int_{D_{2 r} \backslash B_{r}} w^{2} d x \leq C_{H} \int_{\left(D_{2 r} \backslash B_{r}\right) \backslash \Gamma_{0}}|\nabla w|^{2} d x \tag{7.106}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{D_{2 r} \backslash B_{r}} \frac{w^{2}}{|x|^{2}} d x \leq C_{H} \int_{\left(D_{2 r} \backslash B_{r}\right) \backslash \Gamma_{0}}|\nabla w|^{2} d x \tag{7.107}
\end{equation*}
$$

Proof. Inequality (7.107) is a direct consequence of (7.106).
Let us first prove (7.106) for $r=1$. We argue by contradiction and assume that there exists a sequence $\left\{w_{n}\right\}_{n \in \mathbb{N}} \subset \widetilde{\mathcal{X}}_{1}$ such that, for all $n \in \mathbb{N}$,

$$
\begin{equation*}
\int_{D_{2} \backslash D_{1}} w_{n}^{2} d x=1 \quad \text { and } \quad \int_{\left.\left(D_{2} \backslash D_{1}\right) \backslash \Gamma_{0}\right)}\left|\nabla w_{n}\right|^{2} d x<\frac{1}{n} \tag{7.108}
\end{equation*}
$$

Hence $\left\{w_{n}\right\}_{n \in \mathbb{N}}$ is bounded in $\widetilde{\mathcal{X}}_{1}$ and, up to a subsequence, $w_{n} \rightharpoonup w$ weakly in $\widetilde{\mathcal{X}}_{1}$ for some $w \in \widetilde{\mathcal{X}}_{1}$. From (7.108) and weak lower semi-continuity of the $L^{2}$-norm, we have $\nabla w \equiv 0$ in $\left(D_{2} \backslash D_{1}\right) \backslash \Gamma_{0}$; furthermore, reasoning as in Remark 7.2.1, the natural embedding of $\left.H^{1}\left(\left(D_{2} \backslash D_{1}\right) \backslash \Gamma_{0}\right)\right)$ into $L^{2}\left(D_{2} \backslash D_{1}\right)$ is compact, hence $\|w\|_{L^{2}\left(D_{2} \backslash D_{1}\right)}=1$. It follows that $w$ is constant on each connected component of $\left(D_{2} \backslash D_{1}\right) \backslash \Gamma_{0}$ and $w \not \equiv 0$. Since $\left(D_{2} \backslash D_{1}\right) \backslash \Gamma_{0}$ has $k_{1}$ connected components and $k_{1}$ is odd, a contradiction arises from the condition $T^{j}(w)=0$, which is satisfied on $\Gamma_{0}^{j}$ for all $j=1, \ldots, k_{1}$.

For every $r>0$ and $w \in \widetilde{\mathcal{X}}_{r}$, it is enough to write the proved inequality for the scaled function $w(r x)$ to obtain (7.106).

We draw attention to the fact that the constant $C_{H}$ in Lemma 7.5.1 does not depend on $r$. Hence, summing over annuli that fill $\mathbb{R}^{2} \backslash D_{1}$, we obtain the following result.
Proposition 7.5.2. Let $k$ and $k_{1}$ be odd. Let $C_{H}>0$ be as in Lemma 7.5.1. Then, for every $w \in \widetilde{\mathcal{X}}$,

$$
\begin{equation*}
\int_{\mathbb{R}^{2} \backslash D_{1}} \frac{w^{2}}{|x|^{2}} d x \leq C_{H} \int_{\left(\mathbb{R}^{2} \backslash D_{1}\right) \backslash \Gamma_{1}}|\nabla w|^{2} d x . \tag{7.109}
\end{equation*}
$$

Furthermore, there exists a constant $C_{H}^{\prime}>0$ such that, for all $w \in \tilde{\mathcal{X}}$,

$$
\begin{equation*}
\int_{D_{1}} w^{2} d x \leq C_{H}^{\prime} \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}|\nabla w|^{2} d x \tag{7.110}
\end{equation*}
$$

Proof. If $w \in \widetilde{\mathcal{X}}$, then $w \in \widetilde{\mathcal{X}}_{r}$ for all $r>1$. Hence, by (7.107),

$$
\begin{aligned}
\int_{\mathbb{R}^{2} \backslash D_{1}} \frac{w^{2}}{|x|^{2}} d x & =\sum_{h=0}^{\infty} \int_{D_{2^{h+1}} \backslash D_{2^{h}}} \frac{w^{2}}{|x|^{2}} d x \\
& \leq C_{H} \sum_{h=0}^{\infty} \int_{\left(D_{2^{h+1}} \backslash D_{2^{h}}\right) \backslash \Gamma_{0}}|\nabla w|^{2} d x=C_{H} \int_{\left(\mathbb{R}^{2} \backslash D_{1}\right) \backslash \Gamma_{1}}|\nabla w|^{2} d x
\end{aligned}
$$

thus proving (7.109).
By integrating the identity $\operatorname{div}\left(u^{2} x\right)=2 u \nabla u \cdot x+2 u^{2}$ on each subset of $D_{1}$ obtained by cutting along the lines $\Sigma^{j}, j=1 \ldots, k_{1}+k_{2}$, and using the Divergence Theorem, we can prove that, for all $w \in \widetilde{\mathcal{X}}$,

$$
\int_{D_{1}} w^{2} d x \leq \int_{\partial D_{1}} w^{2} d S+\int_{D_{1} \backslash \Gamma_{1}}|\nabla w|^{2} d x
$$

Then, by continuity of the trace operator from $H^{1}\left(\left(D_{2} \backslash D_{1}\right) \backslash \Gamma_{0}\right)$ into $L^{2}\left(\partial D_{1}\right)$ and (7.109), there exists a positive constant $C>0$ such that

$$
\begin{aligned}
\int_{D_{1}} w^{2} d x & \leq C\left(\int_{D_{2} \backslash D_{1}} w^{2} d x+\int_{\left(D_{2} \backslash D_{1}\right) \backslash \Gamma_{1}}|\nabla w|^{2} d x\right)+\int_{D_{1} \backslash \Gamma_{1}}|\nabla w|^{2} d x \\
& \leq 4 C \int_{D_{2} \backslash D_{1}} \frac{w^{2}}{|x|^{2}} d x+(C+1) \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}|\nabla w|^{2} d x \leq\left(4 C C_{H}+C+1\right) \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}|\nabla w|^{2} d x,
\end{aligned}
$$

this proving (7.110).

From Proposition 7.5.2 it follows that

$$
\begin{equation*}
\|w\|_{\tilde{\mathcal{X}}}:=\left(\int_{\mathbb{R}^{2} \backslash \Gamma_{1}}|\nabla w|^{2} d x\right)^{1 / 2} \tag{7.111}
\end{equation*}
$$

is a norm on $\widetilde{\mathcal{X}}$ and $\widetilde{\mathcal{X}}$ is a Hilbert space with respect to the corresponding scalar product. Proposition 7.5.2 also ensures that the restriction operator

$$
\begin{equation*}
\tilde{\mathcal{X}} \rightarrow H^{1}\left(D_{\rho} \backslash \Gamma_{1}\right) \tag{7.112}
\end{equation*}
$$

is continuous with respect to the norm defined in (7.111) for every $\rho>0$. Hence, for every $p \in[1,+\infty)$, the trace operators

$$
\begin{equation*}
\gamma_{+}^{j}: \widetilde{\mathcal{X}} \rightarrow L^{p}\left(S_{1}^{j}\right) \quad \text { and } \quad \gamma_{-}^{j}: \widetilde{\mathcal{X}} \rightarrow L^{p}\left(S_{1}^{j}\right) \tag{7.113}
\end{equation*}
$$

are well-defined and continuous with respect to the norm $\|\cdot\|_{\tilde{\mathcal{X}}}$. In particular, since $\widetilde{\mathcal{H}} \subset \widetilde{\mathcal{X}}$,

$$
\begin{equation*}
\sup _{w \in \widetilde{\mathcal{H}} \backslash\{0\}} \frac{\left\|\gamma_{+}^{j}(w)\right\|_{L^{p}\left(S_{1}^{j}\right)}^{2}}{\|w\|_{\tilde{\mathcal{H}}}^{2}}<+\infty \quad \text { for every } p \in[1,+\infty) \text { and } j=1, \ldots, k_{1}+k_{2} . \tag{7.114}
\end{equation*}
$$

Using (7.109), we prove now that functions in $\widetilde{\mathcal{H}}$ can be approximated with functions with compact support. To this aim, we define

$$
\widetilde{\mathcal{H}}_{c}:=\left\{w \in \widetilde{\mathcal{H}}: \text { there exists } r>0 \text { such that } w \equiv 0 \text { on } \mathbb{R}^{2} \backslash B_{r}\right\} .
$$

Proposition 7.5.3. $\widetilde{\mathcal{H}}_{c}$ is dense in $\widetilde{\mathcal{H}}$.
Proof. For every $r>1$, let $\eta_{r}$ be a cut-off function as in (7.68). If $w \in \widetilde{\mathcal{H}}$, it is clear that $\left\{\eta_{r} w\right\}_{r>1} \subset \widetilde{\mathcal{H}}_{c} ;$ moreover, by (7.109) we have $\frac{w}{|x|} \in L^{2}\left(\mathbb{R}^{2} \backslash D_{1}\right)$ and hence

$$
\int_{\mathbb{R}^{2} \backslash \Gamma_{1}}\left|\nabla \eta_{r}\right|^{2} w^{2} d x \leq 16 \int_{D_{2 r} \backslash B_{r}} \frac{w^{2}}{|x|^{2}} d x \rightarrow 0^{+} \quad \text { as } r \rightarrow \infty .
$$

This implies that $\nabla\left(\eta_{r} w\right) \rightarrow \nabla w$ in $L^{2}\left(\mathbb{R}^{2} \backslash \Gamma_{1}\right)$ and hence $\eta_{r} w \rightarrow w$ in $\widetilde{\mathcal{H}}$.

### 7.5.2 Limit profile for blown-up potentials

In this subsection, we introduce and characterize the function $\widetilde{V}$ appearing as limit profile in a blow-up analysis for the potentials $V_{\varepsilon}$.

Proposition 7.5.4. There exists a unique solution $\tilde{V} \in \widetilde{\mathcal{X}}$ to the minimization problem (7.30). Furthermore, $\widetilde{V}$ satisfies

$$
\left\{\begin{array}{l}
\tilde{V}-\eta \Psi_{0} \in \tilde{\mathcal{H}}  \tag{7.115}\\
\int_{\mathbb{R}^{2} \backslash \Gamma_{1}} \nabla \tilde{V} \cdot \nabla w d x=-2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} \nabla \Psi_{0} \cdot \nu^{j} \gamma_{+}^{j}(w) d S \quad \text { for all } w \in \tilde{\mathcal{H}} .
\end{array}\right.
$$

Proof. Since $\nabla \Psi_{0} \in L^{p}\left(S_{1}^{j}\right)$ for all $p \in[1,2)$, by continuity of the trace operators in (7.113) we have that the linear functional $L$ defined in (7.27) is well-defined and continuous. Then the convex functional $J$ defined in (7.28) is continuous and coercive on the closed and convex set $\eta \Psi_{0}+\widetilde{\mathcal{H}}=\left\{w \in \widetilde{\mathcal{X}}: w-\eta \Psi_{0} \in \widetilde{\mathcal{H}}\right\}$. Therefore (7.30) admits a solution $\widetilde{V}$, which satisfies (7.115).

If $\widetilde{V}_{1}$ and $\widetilde{V}_{2}$ are solutions of (7.115), then we may take the difference between (7.115) for $\widetilde{V}_{1}$ and $(7.115)$ for $\widetilde{V}_{2}$, both tested with $\widetilde{V}_{1}-\widetilde{V}_{2} \in \widetilde{\mathcal{H}}$, and conclude that $\widetilde{V}_{1}=\widetilde{V}_{2}$ thanks to (7.109). Hence $\widetilde{V}$ is the unique solution to (7.115).

### 7.5.3 An equivalent characterization of the energy functional

In this subsection, we obtain an equivalent characterization of the energy $\mathcal{E}_{\varepsilon}$ introduced in (7.19), which will be used to improve (7.70) and obtain an optimal estimate for $\left|\mathcal{E}_{\varepsilon}\right|$ in the case $k$ odd.

Proposition 7.5.5. Let $\eta_{\varepsilon} \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{2}\right)$ be a cut-off function as in (7.68) with $r=\varepsilon$. Then, for every $\varepsilon \in(0,1]$,

$$
\begin{equation*}
\mathcal{E}_{\varepsilon}=-\frac{1}{2} \sup _{w \in \widetilde{\mathcal{H}}_{\varepsilon} \backslash\{0\}} \frac{\left(\int_{\Omega \backslash \Gamma_{\varepsilon}} \nabla w \cdot \nabla\left(\eta_{\varepsilon} v_{0}\right)+L_{\varepsilon}(w)\right)^{2}}{\int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x}+\frac{1}{2} \int_{\Omega \backslash \Gamma_{0}}\left|\nabla\left(\eta_{\varepsilon} v_{0}\right)\right|^{2} d x+L_{\varepsilon}\left(v_{0}\right) \tag{7.116}
\end{equation*}
$$

Proof. Since $\mathcal{E}_{\varepsilon}$ is the infimum in (7.63) and $\varphi-v_{0} \in \widetilde{\mathcal{H}}_{\varepsilon}$ if and only if $\varphi-\eta_{\varepsilon} v_{0} \in \widetilde{\mathcal{H}}_{\varepsilon}$, we have

$$
\begin{equation*}
\mathcal{E}_{\varepsilon}=\inf _{w \in \widetilde{\mathcal{H}}_{\varepsilon}} J_{\varepsilon}\left(w+\eta_{\varepsilon} v_{0}\right)=\inf _{w \in \widetilde{\mathcal{H}}_{\varepsilon} \backslash\{0\}}\left(\inf _{t \in[0,+\infty)} J_{\varepsilon}\left(t w+\eta_{\varepsilon} v_{0}\right)\right) \tag{7.117}
\end{equation*}
$$

Moreover, by (7.17)

$$
\begin{aligned}
J_{\varepsilon}\left(t w+\eta_{\varepsilon} v_{0}\right)= & \frac{t^{2}}{2} \int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x+t\left(\int_{\Omega \backslash \Gamma_{\varepsilon}} \nabla w \cdot \nabla\left(\eta_{\varepsilon} v_{0}\right) d x+L_{\varepsilon}(w)\right) \\
& +\frac{1}{2} \int_{\Omega \backslash \Gamma_{0}}\left|\nabla\left(\eta_{\varepsilon} v_{0}\right)\right|^{2} d x+L_{\varepsilon}\left(v_{0}\right) .
\end{aligned}
$$

Hence, for every $w \in \widetilde{\mathcal{H}}_{\varepsilon} \backslash\{0\}$,
$\inf _{t \in[0,+\infty)} J_{\varepsilon}\left(t w+\eta_{\varepsilon} v_{0}\right)=-\frac{1}{2} \frac{\left(\int_{\Omega \backslash \Gamma_{\varepsilon}} \nabla w \cdot \nabla\left(\eta_{\varepsilon} v_{0}\right) d x+L_{\varepsilon}(w)\right)^{2}}{\int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x}+\frac{1}{2} \int_{\Omega \backslash \Gamma_{0}}\left|\nabla\left(\eta_{\varepsilon} v_{0}\right)\right|^{2} d x+L_{\varepsilon}\left(v_{0}\right)$,
which implies (7.116) in view of (7.117).
Proposition 7.5.6. Let $k$ and $k_{1}$ be odd and $m \in \mathbb{N}$ be as in Proposition 7.2.6 for $v=v_{0}$. Then

$$
\mathcal{E}_{\varepsilon}=O\left(\varepsilon^{m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} .
$$

Proof. From Proposition 7.5.5 and the Cauchy-Schwarz inequality it follows that

$$
\begin{align*}
\left|\mathcal{E}_{\varepsilon}\right| & \leq \frac{1}{2} \sup _{w \in \widetilde{\mathcal{H}}_{\varepsilon} \backslash\{0\}} \frac{\left(\int_{\Omega \backslash \Gamma_{\varepsilon}} \nabla w \cdot \nabla\left(\eta_{\varepsilon} v_{0}\right)+L_{\varepsilon}(w)\right)^{2}}{\int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x}+\frac{1}{2} \int_{\Omega \backslash \Gamma_{0}}\left|\nabla\left(\eta_{\varepsilon} v_{0}\right)\right|^{2} d x+\left|L_{\varepsilon}\left(v_{0}\right)\right| \\
& \leq \sup _{w \in \widetilde{\mathcal{H}}_{\varepsilon} \backslash\{0\}} \frac{\left|L_{\varepsilon}(w)\right|^{2}}{\int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x}+\frac{3}{2} \int_{\Omega \backslash \Gamma_{0}}\left|\nabla\left(\eta_{\varepsilon} v_{0}\right)\right|^{2} d x+\left|L_{\varepsilon}\left(v_{0}\right)\right| . \tag{7.118}
\end{align*}
$$

From (7.53) and (7.16) it follows that

$$
\begin{equation*}
\int_{\Omega \backslash \Gamma_{0}}\left|\nabla\left(\eta_{\varepsilon} v_{0}\right)\right|^{2} d x \leq 2 \int_{D_{2 \varepsilon}}\left|\nabla \eta_{\varepsilon}\right|^{2} v_{0}^{2} d x+2 \int_{D_{2 \varepsilon} \backslash \Gamma_{0}}\left|\nabla v_{0}\right|^{2} d x=O\left(\varepsilon^{m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.119}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|L_{\varepsilon}\left(v_{0}\right)\right|=O\left(\varepsilon^{m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} . \tag{7.120}
\end{equation*}
$$

By (7.16), the Hölder inequality, and (7.53), for every $p \in(1,2)$ and $p^{\prime}=\frac{p}{p-1}$ we have

$$
\begin{align*}
\sup _{w \in \widetilde{\mathcal{H}}_{\varepsilon} \backslash\{0\}} & \frac{\left|L_{\varepsilon}(w)\right|^{2}}{\int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x} \leq 4\left(k_{1}+k_{2}\right) \sup _{w \in \widetilde{\mathcal{H}}_{\varepsilon} \backslash\{0\}} \frac{\sum_{j=1}^{k_{1}+k_{2}}\left(\int_{S_{\varepsilon}^{j}}\left|\nabla v_{0} \| \gamma_{+}^{j}(w)\right| d S\right)^{2}}{\int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x}  \tag{7.121}\\
& \leq 4\left(k_{1}+k_{2}\right) \sum_{j=1}^{k_{1}+k_{2}}\left(\int_{S_{\varepsilon}^{j}}\left|\nabla v_{0}\right|^{p} d S\right)^{2 / p} \sup _{w \in \widetilde{\mathcal{H}}_{\varepsilon} \backslash\{0\}} \frac{\left\|\gamma_{+}^{j}(w)\right\|_{L^{p^{\prime}}\left(S_{\varepsilon}^{j}\right)}^{2}}{\int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x} \\
& =O\left(\varepsilon^{m-2+\frac{2}{p}}\right) \sum_{j=1}^{k_{1}+k_{2}} \sup _{w \in \widetilde{\mathcal{H}}_{\varepsilon} \backslash\{0\}} \frac{\left\|\gamma_{+}^{j}(w)\right\|_{L^{p^{\prime}}\left(S_{\varepsilon}^{j}\right)}^{2}}{\int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x} .
\end{align*}
$$

A change of variables and (7.114) yield

$$
\sup _{w \in \widetilde{\mathcal{H}}_{\varepsilon} \backslash\{0\}} \frac{\left\|\gamma_{+}^{j}(w)\right\|_{L^{p^{\prime}}\left(S_{\varepsilon}^{j}\right)}^{2}}{\int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x} \leq \varepsilon^{2 / p^{\prime}} \sup _{v \in \widetilde{\mathcal{H}} \backslash\{0\}} \frac{\left\|\gamma_{+}^{j}(v)\right\|_{L^{p^{\prime}}\left(S_{1}^{j}\right)}^{2}}{\|v\|_{\widetilde{\mathcal{X}}}^{2}}=O\left(\varepsilon^{2 / p^{\prime}}\right) \quad \text { as } \varepsilon \rightarrow 0^{+},
$$

hence from (7.121) we deduce that

$$
\begin{equation*}
\sup _{w \in \widetilde{\mathcal{H}}_{\varepsilon} \backslash\{0\}} \frac{\left|L_{\varepsilon}(w)\right|^{2}}{\int_{\Omega \backslash \Gamma_{\varepsilon}}|\nabla w|^{2} d x}=O\left(\varepsilon^{m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \text {. } \tag{7.122}
\end{equation*}
$$

The conclusion follows by combining estimates (7.118), (7.119), (7.120), and (7.122).

### 7.5.4 Blow-up analysis

Let $k$ and $k_{1}$ be odd and $m \in \mathbb{N}$ be as in Proposition 7.2.6 for $v=v_{0}$. For every $\varepsilon \in(0,1]$, letting $V_{\varepsilon}$ be as Proposition 7.3.2, we define

$$
\begin{equation*}
\tilde{V}_{\varepsilon}(x):=\varepsilon^{-\frac{m}{2}} V_{\varepsilon}(\varepsilon x) \quad \text { and } \quad \tilde{V}_{0, \varepsilon}(x):=\varepsilon^{-\frac{m}{2}} v_{0}(\varepsilon x) \tag{7.123}
\end{equation*}
$$

Extending trivially $\widetilde{V}_{\varepsilon}$ and $\widetilde{V}_{0, \varepsilon}$ in $\mathbb{R}^{2} \backslash \Omega$, we have $\widetilde{V}_{\varepsilon}, \widetilde{V}_{0, \varepsilon} \in \widetilde{\mathcal{X}}$. Moreover

$$
\begin{equation*}
\widetilde{V}_{\varepsilon}-\widetilde{V}_{0, \varepsilon} \in \widetilde{\mathcal{H}} \tag{7.124}
\end{equation*}
$$

and, by (7.66) and Proposition 7.5.3,

$$
\begin{equation*}
\int_{\mathbb{R}^{2} \backslash \Gamma_{1}} \nabla \tilde{V}_{\varepsilon} \cdot \nabla w d x=-2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} \nabla \tilde{V}_{0, \varepsilon} \cdot \nu^{j} \gamma_{+}^{j}(w) d S \quad \text { for all } w \in \widetilde{\mathcal{H}} \tag{7.125}
\end{equation*}
$$

Let $\Psi_{0}$ be as in (7.26). From (7.52) it follows that, for every $j=1, \ldots, k_{1}+k_{2}$,

$$
\begin{equation*}
\nabla \widetilde{V}_{0, \varepsilon}(x) \cdot \nu^{j} \rightarrow \nabla \Psi_{0}(x) \cdot \nu^{j} \tag{7.126}
\end{equation*}
$$

as $\varepsilon \rightarrow 0^{+}$for every $x \in S_{1}^{j}$, with

$$
\begin{align*}
& \nabla \Psi_{0}(x) \cdot \nu^{j}  \tag{7.127}\\
& = \begin{cases}\beta \frac{m}{2}|x|^{\frac{m}{2}-1} f\left(\alpha^{j}\right) \cos \left(\frac{m}{2}\left(\alpha^{j}-\alpha_{0}\right)\right), & \text { if } j=1, \ldots, k_{1}, \\
\beta \frac{m}{2}|x|^{\frac{m}{2}-1} f\left(\alpha^{j}\right) \cos \left(\frac{m}{2}\left(\alpha^{j}-\alpha_{0}\right)\right), & \text { if } x \in\left(S_{1}^{j}\right)^{\prime}, j=k_{1}+1, \ldots, k_{1}+k_{2}, \\
-\beta \frac{m}{2}|x|^{\frac{m}{2}-1} f\left(\alpha^{j}+\pi\right) \cos \left(\frac{m}{2}\left(\alpha^{j}+\pi-\alpha_{0}\right)\right), & \text { if } x \in\left(S_{1}^{j}\right)^{\prime \prime}, j=k_{1}+1, \ldots, k_{1}+k_{2},\end{cases}
\end{align*}
$$

where, for every $j \in k_{1}, \ldots, k_{1}+k_{2}$,

$$
\left(S_{1}^{j}\right)^{\prime}:=\left\{t a^{j}: t \in[0,1]\right\}, \quad\left(S_{1}^{j}\right)^{\prime \prime}:=\left\{t a^{j+k_{2}}: t \in[0,1]\right\} .
$$

On the other hand, (7.53) implies that

$$
\begin{equation*}
\left|\nabla \tilde{V}_{0, \varepsilon}(x)\right| \leq C|x|^{\frac{m}{2}-1} \quad \text { in } \mathbb{R}^{2} \backslash \Gamma_{0} . \tag{7.128}
\end{equation*}
$$

From (7.126) and (7.128) we deduce that, for every $j=1, \ldots, k_{1}+k_{2}$ and $p \in[1,2)$,

$$
\begin{equation*}
\nabla \Psi_{0} \cdot \nu^{j} \in L^{p}\left(S_{1}^{j}\right) \quad \text { and } \quad \nabla \tilde{V}_{0, \varepsilon} \cdot \nu^{j} \rightarrow \nabla \Psi_{0} \cdot \nu^{j} \quad \text { in } L^{p}\left(S_{1}^{j}\right) \text { as } \varepsilon \rightarrow 0^{+} . \tag{7.129}
\end{equation*}
$$

Furthermore, by (7.54) we know that

$$
\begin{equation*}
\tilde{V}_{0, \varepsilon} \rightarrow \Psi_{0} \quad \text { in } H^{1}\left(D_{\rho} \backslash \Gamma_{0}\right) \text { for all } \rho>0 \tag{7.130}
\end{equation*}
$$

Proposition 7.5.7. Let $k$ and $k_{1}$ be odd and $m \in \mathbb{N}$ be as in Proposition 7.2.6 for $v=v_{0}$. For every $\varepsilon \in(0,1]$, let $V_{\varepsilon}$ be as Proposition 7.3.2 and $\widetilde{V}_{\varepsilon}$ as in (7.123). Then

$$
\begin{equation*}
\widetilde{V}_{\varepsilon} \rightarrow \widetilde{V} \quad \text { strongly in } \widetilde{\mathcal{X}} \text { as } \varepsilon \rightarrow 0^{+} \tag{7.131}
\end{equation*}
$$

where $\widetilde{V} \in \widetilde{\mathcal{X}}$ is the unique solution to the minimization problem (7.30) (and then to (7.115), see Proposition 7.5.4).

Proof. Taking into account (7.53), (7.19), and (7.123), a change of variables, (7.114), the Hölder inequality, and Proposition 7.5.6 imply that

$$
\begin{align*}
& \left\|\widetilde{V}_{\varepsilon}\right\|_{\widetilde{\mathcal{X}}}^{2}=\int_{\mathbb{R}^{2} \backslash \Gamma_{1}}\left|\nabla \widetilde{V}_{\varepsilon}\right|^{2} d x=\varepsilon^{-m}\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}=\varepsilon^{-m}\left(2 \mathcal{E}_{\varepsilon}-2 L_{\varepsilon}\left(V_{\varepsilon}\right)\right) \\
& \quad \leq O(1)+4 \varepsilon^{-m} \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{\varepsilon}^{j}}\left|\nabla v_{0} \| \gamma_{+}^{j}\left(V_{\varepsilon}\right)\right| d S=O(1)+O(1) \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}}|x|^{\frac{m}{2}-1}\left|\gamma_{+}^{j}\left(\widetilde{V}_{\varepsilon}\right)\right| d S \\
& \quad=O(1)+O(1)\left\|\widetilde{V}_{\varepsilon}\right\|_{\tilde{\mathcal{X}}} \text {, as } \varepsilon \rightarrow 0^{+} . \tag{7.132}
\end{align*}
$$

Hence $\left\{\widetilde{V}_{\varepsilon}\right\}_{\varepsilon \in(0,1]}$ is bounded in $\widetilde{\mathcal{X}}$. It follows that, for any sequence $\left\{\varepsilon_{n}\right\}_{n}$ such that $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$, there exist a subsequence, still denoted by $\left\{\varepsilon_{n}\right\}_{n}$, and $V \in \tilde{\mathcal{X}}$ such that $\widetilde{V}_{\varepsilon_{n}} \rightharpoonup V$ weakly in $\widetilde{\mathcal{X}}$ as $n \rightarrow \infty$. Therefore, from (7.125), (7.114), and (7.129) we deduce that $V$ solves the variational equation in (7.115). Furthermore, by (7.124) we have $\widetilde{V}_{\varepsilon}-\eta \widetilde{V}_{0, \varepsilon} \in \widetilde{\mathcal{H}}$, hence (7.130) ensures that $V$ satisfies the condition $V-\eta \Psi_{0} \in \widetilde{\mathcal{H}}$. By the uniqueness part of Proposition 7.5 .4 we conclude that $V=\tilde{V}$.

Since $\widetilde{V}-\eta \Psi_{0} \in \widetilde{\mathcal{H}}$, we may test (7.115) with $\widetilde{V}-\eta \Psi_{0}$, thus obtaining

$$
\begin{equation*}
\int_{\mathbb{R}^{2} \backslash \Gamma_{1}}|\nabla \tilde{V}|^{2} d x=\int_{\mathbb{R}^{2} \backslash \Gamma_{1}} \nabla \tilde{V} \cdot \nabla\left(\eta \Psi_{0}\right) d x-2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} \nabla \Psi_{0} \cdot \nu^{j} \gamma_{+}^{j}\left(\tilde{V}-\eta \Psi_{0}\right) d S . \tag{7.133}
\end{equation*}
$$

On the other hand, testing (7.125) with $\widetilde{V}_{\varepsilon_{n}}-\eta \widetilde{V}_{0, \varepsilon_{n}} \in \widetilde{\mathcal{H}}$ we obtain

$$
\begin{align*}
& \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}\left|\nabla \tilde{V}_{\varepsilon_{n}}\right|^{2} d x=\int_{\mathbb{R}^{2} \backslash \Gamma_{1}} \nabla \tilde{V}_{\varepsilon_{n}} \cdot \nabla\left(\eta \tilde{V}_{0, \varepsilon_{n}}\right) d x \\
&-2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} \nabla \widetilde{V}_{0, \varepsilon_{n}} \cdot \nu^{j} \gamma_{+}^{j}\left(\widetilde{V}_{\varepsilon_{n}}-\eta \widetilde{V}_{0, \varepsilon_{n}}\right) d S . \tag{7.134}
\end{align*}
$$

In view of the weak convergence $\widetilde{V}_{\varepsilon_{n}} \rightharpoonup \widetilde{V}$ in $\widetilde{\mathcal{X}},(7.130),(7.129)$, and the continuity of the trace operators (7.113), the limit of the right hand side of (7.134) as $n \rightarrow \infty$ is equal to the right hand side of (7.133), thus proving that $\widetilde{V}_{\varepsilon_{n}} \rightarrow \widetilde{V}$ strongly in $\widetilde{\mathcal{X}}$ as $n \rightarrow \infty$ by. Since $\widetilde{V}$ is the unique solution of (7.115), (7.131) follows from the Urysohn Subsequence Principle.

In view of the blow-up analysis performed above, we are in position to prove Theorem 7.1.2.

Proof of Theorem 7.1.2. From (7.17), (7.19), (7.123), and a change of variables it follows that

$$
\begin{equation*}
\varepsilon^{-m} \mathcal{E}_{\varepsilon}=\frac{1}{2} \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}\left|\nabla \widetilde{V}_{\varepsilon}\right|^{2} d x+2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} \nabla \widetilde{V}_{0, \varepsilon} \cdot \nu^{j} \gamma_{+}^{j}\left(\widetilde{V_{\varepsilon}}\right) d S \tag{7.135}
\end{equation*}
$$

The convergences (7.131) and (7.129), together with the continuity of the trace operators in (7.113), allow us to pass to the limit in the right hand side of (7.135), thus yielding

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \varepsilon^{-m} \mathcal{E}_{\varepsilon}=\frac{1}{2} \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}|\nabla \tilde{V}|^{2} d x+2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} \nabla \Psi_{0} \cdot \nu^{j} \gamma_{+}^{j}(\tilde{V}) d S=J(\tilde{V})=\mathcal{E} \tag{7.136}
\end{equation*}
$$

and proving claim (i). Furthermore, by (7.123), a change of variable, (7.129), and (7.130), we have

$$
\begin{align*}
\varepsilon^{-m} L_{\varepsilon}\left(v_{0}\right) & =2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} \nabla \tilde{V}_{0, \varepsilon} \cdot \nu^{j} \gamma_{+}^{j}\left(\tilde{V}_{0, \varepsilon}\right) d S  \tag{7.137}\\
& =2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} \nabla \Psi_{0} \cdot \nu^{j} \gamma_{+}^{j}\left(\Psi_{0}\right) d S+o(1)=L\left(\Psi_{0}\right)+o(1) \quad \text { as } \varepsilon \rightarrow 0^{+} .
\end{align*}
$$

Claim (ii) follows from (7.20), (7.136), (7.137), and estimate (7.132), which in particular ensures that $\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}=O\left(\varepsilon^{m}\right)$ as $\varepsilon \rightarrow 0^{+}$.

### 7.5.5 Continuity of $\mathcal{E}-L\left(\Psi_{0}\right)$ with respect to rotations of poles

In this subsection we prove the continuity of $\mathcal{E}-L\left(\Psi_{0}\right)$ with respect to rotations of the configuration of poles. We fix a configuration of poles $\left\{a^{j}\right\}$ as in (1.6). Then, for every $\zeta \in[-\pi, \pi)$, we define $\Psi_{0}^{(\zeta)}, L^{(\zeta)}\left(\Psi_{0}^{(\zeta)}\right)$ and $\mathcal{E}^{(\zeta)}$ as in (7.26), (7.27), and (7.31), respectively, for a rotated configuration of poles $\left\{a_{\zeta}^{j}\right\}$, where $a_{\zeta}^{j}$ are defined as in (1.6) with angles $\alpha^{j}+\zeta$ instead of $\alpha^{j}$, i.e.

$$
a_{\zeta}^{j}=\mathcal{R}_{\zeta}\left(a^{j}\right)
$$

being $\mathcal{R}_{\zeta}:=R_{0, \zeta}$ with $R_{0, \zeta}$ as in (7.42), see 7.5.
In the next theorem we prove that the function $\zeta \mapsto \mathcal{E}^{(\zeta)}-L^{(\zeta)}\left(\Psi_{0}^{(\zeta)}\right)$ is continuous.


Figure 7.5: The rotated configuration $\left\{a_{\zeta}^{j}\right\}$.

Theorem 7.5.8. The function $G:[-\pi, \pi) \rightarrow \mathbb{R}, G(\zeta):=\mathcal{E}^{(\zeta)}-L^{(\zeta)}\left(\Psi_{0}^{(\zeta)}\right)$ is continuous.
Proof. Through a rotation, the problem of continuity at any $\zeta \in[-\pi, \pi)$ can be reduced to the problem of continuity at $\zeta=0$. Hence, it is enough to prove that $\lim _{\zeta \rightarrow 0} G(\zeta)=\mathcal{E}-L\left(\Psi_{0}\right)$.

We have

$$
\Psi_{0}^{(\zeta)}(r \cos t, r \sin t)=f(t-\zeta) \phi_{0}(r \cos t, r \sin t),
$$

where $f$ is defined in (7.22) and

$$
\phi_{0}(r \cos t, r \sin t):=\beta r^{\frac{m}{2}} \sin \left(\frac{m}{2}\left(t-\alpha_{0}\right)\right) .
$$

With a slight abuse of notation, henceforth we denote by $f$ also the function $(r \cos t, r \sin t) \mapsto$ $f(t)$ defined on $\mathbb{R}^{2} \backslash\{0\}$.

A change of variables yields

$$
\mathcal{E}^{(\zeta)}=\min \left\{I_{\zeta}(w): w \in \tilde{\mathcal{X}} \text { and } w-\eta f\left(\phi_{0} \circ \mathcal{R}_{\zeta}\right) \in \widetilde{\mathcal{H}}\right\},
$$

where $\eta \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{2}\right)$ is a radial cut-off function as in (7.29) and

$$
I_{\zeta}(w)=\frac{1}{2} \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}|\nabla w|^{2} d x+2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} f\left(\nabla \phi_{0} \circ \mathcal{R}_{\zeta}\right) M_{\zeta} \cdot \nu^{j} \gamma_{+}^{j}(w) d S,
$$

being $M_{\zeta}$ the matrix defined in (7.43). Moreover

$$
L^{(\zeta)}\left(\Psi_{0}^{(\zeta)}\right)=2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}}\left(\nabla \phi_{0} \circ \mathcal{R}_{\zeta}\right) M_{\zeta} \cdot \nu^{j}\left(\phi_{0} \circ \mathcal{R}_{\zeta}\right) d S .
$$

Since, in a neighbourhood of 0 ,

$$
\begin{equation*}
\left|\nabla \phi_{0}\left(\mathcal{R}_{\zeta}(x)\right)\right| \leq C|x|^{\frac{m}{2}-1} \quad \text { and } \quad\left|\phi_{0}\left(\mathcal{R}_{\zeta}(x)\right)\right| \leq C|x|^{\frac{m}{2}} \tag{7.138}
\end{equation*}
$$

for some $C>0$ independent of $\zeta$, from the Dominated Convergence Theorem we deduce that

$$
\begin{equation*}
\lim _{\zeta \rightarrow 0} L^{(\zeta)}\left(\Psi_{0}^{(\zeta)}\right)=L\left(\Psi_{0}\right) . \tag{7.139}
\end{equation*}
$$

By Proposition 7.5.4, for every $\zeta$ there exists a unique $\tilde{V}_{\zeta} \in \widetilde{\mathcal{X}}$ such that $\tilde{V}_{\zeta}-\eta f\left(\phi_{0} \circ \mathcal{R}_{\zeta}\right) \in \widetilde{\mathcal{H}}$ and $\mathcal{E}^{(\zeta)}=I_{\zeta}\left(\widetilde{V}_{\zeta}\right)$; furthermore, $\widetilde{V}_{\zeta}$ satisfies

$$
\begin{equation*}
\int_{\mathbb{R}^{2} \backslash \Gamma_{1}} \nabla \tilde{V}_{\zeta} \cdot \nabla w d x=-2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} f\left(\nabla \phi_{0} \circ \mathcal{R}_{\zeta}\right) M_{\zeta} \cdot \nu^{j} \gamma_{+}^{j}(w) d S \quad \text { for all } w \in \widetilde{\mathcal{H}} \tag{7.140}
\end{equation*}
$$

Choosing $w=\widetilde{V}_{\zeta}-\eta f\left(\phi_{0} \circ \mathcal{R}_{\zeta}\right)$ in (7.140) we obtain

$$
\begin{align*}
\int_{\mathbb{R}^{2} \backslash \Gamma_{1}}\left|\nabla \tilde{V}_{\zeta}\right|^{2} d x= & \int_{\mathbb{R}^{2} \backslash \Gamma_{1}} \nabla \tilde{V}_{\zeta} \cdot \nabla\left(\eta f\left(\phi_{0} \circ \mathcal{R}_{\zeta}\right)\right) d x \\
& -2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} f\left(\nabla \phi_{0} \circ \mathcal{R}_{\zeta}\right) M_{\zeta} \cdot \nu^{j} \gamma_{+}^{j}\left(\tilde{V}_{\zeta}\right) d S \\
& +2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} f\left(\nabla \phi_{0} \circ \mathcal{R}_{\zeta}\right) M_{\zeta} \cdot \nu^{j} \gamma_{+}^{j}\left(f\left(\phi_{0} \circ \mathcal{R}_{\zeta}\right)\right) d S . \tag{7.141}
\end{align*}
$$

Using Young's inequality, estimate (7.138), and the continuity of the trace operators (7.113), from the above identity we deduce that

$$
\left\|\tilde{V}_{\zeta}\right\|_{\tilde{\mathcal{X}}} \leq C
$$

for some $C>0$ independent of $\zeta$. It follows that every sequence $\zeta_{n} \rightarrow 0$ admits a subsequence $\left\{\zeta_{n_{\ell}}\right\}_{\ell}$ such that $\widetilde{V}_{\zeta_{n_{\ell}}} \rightharpoonup W$ weakly in $\widetilde{\mathcal{X}}$ as $\ell \rightarrow \infty$, for some $W \in \widetilde{\mathcal{X}}$. On account of (7.138) and (7.113), the Dominated Convergence Theorem yields

$$
\int_{S_{1}^{j}} f\left(\nabla \phi_{0} \circ \mathcal{R}_{\zeta_{n_{\ell}}}\right) M_{\zeta_{n_{\ell}}} \cdot \nu^{j} \gamma_{+}^{j}(w) d S \rightarrow \int_{S_{1}^{j}} f \nabla \phi_{0} \cdot \nu^{j} \gamma_{+}^{j}(w) d S=\int_{S_{1}^{j}} \nabla \Psi_{0} \cdot \nu^{j} \gamma_{+}^{j}(w) d S
$$

as $\ell \rightarrow \infty$, for every $j=1, \ldots k_{1}+k_{2}$ and $w \in \widetilde{\mathcal{H}}$. By choosing $\zeta=\zeta_{n_{\ell}}$ in (7.140) and letting $\ell \rightarrow \infty$ we obtain that

$$
\begin{equation*}
\int_{\mathbb{R}^{2} \backslash \Gamma_{1}} \nabla W \cdot \nabla w d x=-2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} \nabla \Psi_{0} \cdot \nu^{j} \gamma_{+}^{j}(w) d S \quad \text { for all } w \in \widetilde{\mathcal{H}} \tag{7.142}
\end{equation*}
$$

Furthermore, since $\tilde{V}_{\zeta}-\eta f\left(\phi_{0} \circ \mathcal{R}_{\zeta}\right) \in \widetilde{\mathcal{H}}, \widetilde{\mathcal{H}}$ is a closed subspace of $\widetilde{\mathcal{X}}$, and $\eta f\left(\phi_{0} \circ \mathcal{R}_{\zeta}\right) \rightarrow \eta \Psi_{0}$ as $\zeta \rightarrow 0$ in $\widetilde{\mathcal{X}}$ by the Dominated Convergence Theorem, we have

$$
\begin{equation*}
W-\eta \Psi_{0} \in \widetilde{\mathcal{H}} \tag{7.143}
\end{equation*}
$$

From (7.142)-(7.143) and the uniqueness part of Proposition 7.5 .4 we deduce that $W=\widetilde{V}$. Having uniquely identified the weak limit independently of the subsequence, by the Urysohn subsequence principle we conclude that

$$
\begin{equation*}
\tilde{V}_{\zeta} \rightharpoonup \tilde{V} \quad \text { weakly in } \tilde{\mathcal{X}} \quad \text { as } \zeta \rightarrow 0 \tag{7.144}
\end{equation*}
$$

The weak convergence (7.144) allows us to pass to the limit as $\zeta \rightarrow 0$ on the right hand side of (7.141), thus proving that

$$
\begin{align*}
\lim _{\zeta \rightarrow 0} \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}\left|\nabla \tilde{V}_{\zeta}\right|^{2} d x & =\int_{\mathbb{R}^{2} \backslash \Gamma_{1}} \nabla \tilde{V} \cdot \nabla\left(\eta \Psi_{0}\right) d x-2 \sum_{j=1}^{k_{1}+k_{2}} \int_{S_{1}^{j}} \nabla \Psi_{0} \cdot \nu^{j} \gamma_{+}^{j}\left(\tilde{V}-\Psi_{0}\right) d S \\
& =\int_{\mathbb{R}^{2} \backslash \Gamma_{1}}|\nabla \tilde{V}|^{2} d x \tag{7.145}
\end{align*}
$$

the last equality being a consequence of (7.115) tested with $w=\widetilde{V}-\eta \Psi_{0}$. From (7.145) it follows that $\lim _{\zeta \rightarrow 0} \mathcal{E}^{(\zeta)}=\lim _{\zeta \rightarrow 0} I_{\zeta}\left(\widetilde{V}_{\zeta}\right)=J(\widetilde{V})=\mathcal{E}$, which, together with (7.139), yields the conclusion.

When $k_{2}=0$ and the poles $\left\{a^{j}\right\}_{j=1, \ldots, k_{1}}$ are on the tangents to nodal lines of $v_{0}$ (i.e. on the nodal set of $\Psi_{0}$ ), we have $\Psi_{0}=0$ on $S_{1}^{j}$ for all $j=1, \ldots, k_{1}$; on the other hand, if the poles are on the bisectors between nodal lines, then $\nabla \Psi_{0} \cdot \nu^{j}=0$ on $S_{1}^{j}$ for all $j=1, \ldots, k_{1}$. This leads to Proposition 7.1.3, which determines, in these particular cases, the sign of the dominant term in the asymptotic expansion obtained in Theorem 7.1.2, and, consequently, exploits the continuity result established in Theorem 7.5 .8 to find configurations of poles for which the eigenvalue variation is an infinitesimal of higher order.
Proof of Proposition 7.1.3. (i) If $\alpha^{j} \in\left\{\alpha_{0}+\ell \frac{2 \pi}{m}: \ell=0,1,2, \ldots, m-1\right\}$ for all $j \in$ $\left\{1, \ldots, k_{1}\right\}$, then $\Psi_{0}=0$ on $S_{1}^{j}$ for all $j \in\left\{1, \ldots, k_{1}\right\}$, so that $L\left(\Psi_{0}\right)=0$ and $\eta \Psi_{0}+\widetilde{\mathcal{H}}=$ $\widetilde{\mathcal{H}}$. It follows that

$$
\begin{equation*}
\mathcal{E}-L\left(\Psi_{0}\right)=\mathcal{E}=\min _{\widetilde{\mathcal{H}}} J . \tag{7.146}
\end{equation*}
$$

Furthermore, $\nabla \Psi_{0} \cdot \nu^{j} \not \equiv 0$ on $S_{1}^{j}$ for all $j \in\left\{1, \ldots, k_{1}\right\}$, see (7.127), hence $L \not \equiv 0$ in $\widetilde{\mathcal{H}}$. Fixing some $w \in \widetilde{\mathcal{H}}$ such that $L(w) \neq 0$, we have then $J(t w)=\frac{t^{2}}{2} \int_{\mathbb{R}^{2} \backslash \Gamma_{1}}|\nabla w|^{2} d x+$ $t L(w)<0$ for some small $t$, thus implying that $\mathcal{E}=\min _{\tilde{\mathcal{H}}} J<0$. Once we have established that $\mathcal{E}-L\left(\Psi_{0}\right)=\mathcal{E}<0$, from the asymptotic expansion of Theorem 7.1.2(ii) we deduce that $\lambda_{\varepsilon, n_{0}}<\lambda_{0, n_{0}}$ for sufficiently small $\varepsilon>0$.
(ii) If $\alpha^{j} \in\left\{\alpha_{0}+(1+2 \ell) \frac{\pi}{m}: \ell=0,1,2, \ldots, m-1\right\}$ for all $j \in\left\{1, \ldots, k_{1}\right\}$, then $\nabla \Psi_{0} \cdot \nu^{j} \equiv 0$ on $S_{1}^{j}$ for all $j \in\left\{1, \ldots, k_{1}\right\}$, see (7.127). It follows that $L \equiv 0$, and hence $J(w)=\frac{1}{2}\|w\|_{\tilde{\mathcal{X}}}^{2}$. Since, in this case, $\Psi_{0} \not \equiv 0$ on $S_{1}^{j}$ for all $j \in\left\{1, \ldots, k_{1}\right\}$, we have $w \not \equiv 0$ for every $w \in \eta \Psi_{0}+\widetilde{\mathcal{H}}$. Therefore

$$
\begin{equation*}
\mathcal{E}-L\left(\Psi_{0}\right)=\mathcal{E}=\min _{\eta \Psi_{0}+\widetilde{\mathcal{H}}} J=\frac{1}{2} \min _{w \in \eta \Psi_{0}+\widetilde{\mathcal{H}}}\|w\|_{\widetilde{\mathcal{X}}}^{2}>0 . \tag{7.147}
\end{equation*}
$$

From the asymptotic expansion of Theorem 7.1.2-(ii) we finally deduce that $\lambda_{\varepsilon, n_{0}}>\lambda_{0, n_{0}}$ for sufficiently small $\varepsilon>0$.
(iii) Let us fix a configuration $\left\{a^{j}\right\}_{j=1}^{k}$ with $k=k_{1} \leq m$ odd and $\alpha^{j} \in\left\{\alpha_{0}+\ell \frac{2 \pi}{m}: 0 \leq \ell \leq\right.$ $m-1\}$ for all $j \in\left\{1, \ldots, k_{1}\right\}$ as in (i). Then the rotated configuration $\left\{a_{\pi / m}^{j}\right\}$ is as in (ii). By (i)-(ii) we have $G(0)<0$ and $G\left(\frac{\pi}{m}\right)>0$. Since $G$ is continuous by Theorem 7.5.8, Bolzano's Theorem ensures the existence of some $\zeta_{0} \in\left(0, \frac{\pi}{m}\right)$ such that $G\left(\zeta_{0}\right)=0$, so that the angles $\left\{\alpha^{j}+\zeta_{0}: j=1, \ldots, k\right\}$ are as we are looking for.

Remark 7.5.9. 7.6 and 7.7 provide an example that helps to better visualize the result in 7.1.3. In 7.6 we zoom in near a point (the origin) where the limit eigenfunction $v_{0}$ vanishes of order $3 / 2$, namely ( 7.21 ) holds with $m=3$. We consider the case $\alpha_{0}=0$. The function $\Psi_{0}$ as in (7.26) is the $3 / 2$-homogeneous limit profile describing the local behavior of $v_{0}$. In the image on the left, the black lines are the nodal lines of $v_{0}$, which are tangent to the nodal lines of $\Psi_{0}$ (in green). The dotted lines denote the bisectors of the nodal lines of $\Psi_{0}$. In the image on the right, we fix an admissible configuration of poles $\left\{a^{j}\right\}_{j=1,2,3}$ with $k=3$ and $\alpha_{j}=2 \pi(j-1) / 3$



$$
\nabla \Psi_{0} \cdot \nu^{j}=0
$$

Figure 7.6: Nodal set of $\Psi_{0}$ and $\operatorname{sign}$ of $\mathcal{E}-L\left(\Psi_{0}\right)\left(m=k=3, \alpha_{0}=0\right)$.


Figure 7.7: A visualization of Proposition 2.3.
for $j=1,2,3$. From 7.1.3 we know that, if all the poles lie on the nodal set of $\Psi_{0}$, then the coefficient $\mathcal{E}-L\left(\Psi_{0}\right)$ of the leading term in the asymptotic expansion stated in 7.1 .2 is strictly negative. On the other hand, if all the poles lie on the bisectors of the nodal lines, then the coefficient $\mathcal{E}-L\left(\Psi_{0}\right)$ is strictly positive. In 7.7 on the left, in the first picture (red arrows) we have our initial fixed configuration, which then provides a negative coefficient. In the second picture (blue arrows) we consider a rotation about the origin by an angle $\pi / m=\pi / 3$ : the rotated configuration ends up with all the poles lying on the bisectors, thus giving a positive coefficient $\mathcal{E}-L\left(\Psi_{0}\right)$. Furthermore, the continuity result in 7.5.8 ensures the existence of some $\zeta_{0} \in(0, \pi / 3)$ such that, if we rotate the initial configuration by an angle $\zeta_{0}$, we find a configuration of poles for which $\mathcal{E}-L\left(\Psi_{0}\right)=0$ : this is represented in the third picture on the left (yellow arrows). Finally, the right picture in 7.7 presents the behavior of the perturbed eigenvalue in the three cases previously described. We point out that, when $\mathcal{E}-L\left(\Psi_{0}\right)=0$ (yellow graph), it is currently not known what is the vanishing order of $\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}$.

### 7.5.6 Blow-up and convergence rate for eigenfunctions

From the blow-up analysis for the potential $V_{\varepsilon}$ performed in Subsection 7.5.4 and the energy estimate given in (7.81), we derive the following blow-up result for scaled eigenfunctions, together with a sharp estimate for their rate of convergence in the $\mathcal{H}_{1}$-norm.

Proposition 7.5.10. Under assumption (7.77), let $k$ be odd and $v_{0}$ be an eigenfunction of (7.14) associated to the eigenvalue $\lambda_{0}=\lambda_{0, n_{0}}$ with $\left\|v_{0}\right\|_{L^{2}(\Omega)}=1$. For $\varepsilon>0$ small, let $\lambda_{\varepsilon}=\lambda_{\varepsilon, n_{0}}$ and $v_{\varepsilon}$ be an eigenfunction of (7.10) associated to $\lambda_{\varepsilon}$ and chosen as in (7.78). Let $m \in \mathbb{N}$ be given in Proposition 7.2.6 for $v=v_{0}$. Then

$$
\begin{equation*}
\varepsilon^{-\frac{m}{2}} v_{\varepsilon}(\varepsilon x) \rightarrow \Psi_{0}-\widetilde{V} \quad \text { as } \varepsilon \rightarrow 0^{+} \text {in } H^{1}\left(D_{\rho} \backslash \Gamma_{1}\right) \text { for all } \rho>0 \tag{7.148}
\end{equation*}
$$

where $\Psi_{0}$ is defined in (7.26) and $\widetilde{V}$ is the unique solution to (7.115). Furthermore,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \varepsilon^{-\frac{m}{2}}\left\|v_{\varepsilon}-v_{0}\right\|_{\mathcal{H}_{1}}=\|\tilde{V}\|_{\tilde{\mathcal{X}}} \tag{7.149}
\end{equation*}
$$

Proof. Using the same notation as in the proof of Theorem 7.4.2, let $\psi_{\varepsilon}=v_{0}-V_{\varepsilon}$, where $V_{\varepsilon}$ is defined as in Proposition 7.3.2. From (7.81) it follows that

$$
\left\|\Pi_{\varepsilon} \psi_{\varepsilon}-\psi_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}=o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}\right) \quad \text { as } \varepsilon \rightarrow 0^{+}
$$

Therefore, defining

$$
W_{\varepsilon}(x):=\varepsilon^{-\frac{m}{2}}\left(\Pi_{\varepsilon} \psi_{\varepsilon}-\psi_{\varepsilon}\right)(\varepsilon x), \quad x \in \frac{1}{\varepsilon} \Omega
$$

and extending trivially $W_{\varepsilon}$ in $\mathbb{R}^{2} \backslash \frac{1}{\varepsilon} \Omega$, we have $W_{\varepsilon} \in \widetilde{\mathcal{H}}$ and, in view of Proposition 7.5.7,

$$
\left\|W_{\varepsilon}\right\|_{\widetilde{\mathcal{X}}}^{2}=\varepsilon^{-m}\left\|\Pi_{\varepsilon} \psi_{\varepsilon}-\psi_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}=\varepsilon^{-m} o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}\right)=\left\|\widetilde{V}_{\varepsilon}\right\|_{\widetilde{\mathcal{X}}}^{2} o(1)=o(1)
$$

as $\varepsilon \rightarrow 0^{+}$. By continuity of the restriction operator in (7.112) we deduce that

$$
\begin{equation*}
W_{\varepsilon} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0^{+} \text {in } H^{1}\left(D_{\rho} \backslash \Gamma_{1}\right) \text { for all } \rho>0 \tag{7.150}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
U_{\varepsilon}(x):=\varepsilon^{-\frac{m}{2}}\left(\Pi_{\varepsilon} \psi_{\varepsilon}\right)(\varepsilon x), \quad x \in \frac{1}{\varepsilon} \Omega \tag{7.151}
\end{equation*}
$$

and extend trivially $U_{\varepsilon}$ in $\mathbb{R}^{2} \backslash \frac{1}{\varepsilon} \Omega$. We have

$$
U_{\varepsilon}=\tilde{V}_{0, \varepsilon}(x)-\widetilde{V}_{\varepsilon}+W_{\varepsilon}
$$

where $\tilde{V}_{0, \varepsilon}$ and $\widetilde{V}_{\varepsilon}$ are defined in (7.123). Combining (7.130), (7.131), and (7.150), we conclude that

$$
\begin{equation*}
U_{\varepsilon} \rightarrow \Psi_{0}-\tilde{V} \quad \text { as } \varepsilon \rightarrow 0^{+} \text {in } H^{1}\left(D_{\rho} \backslash \Gamma_{1}\right) \text { for all } \rho>0 . \tag{7.152}
\end{equation*}
$$

From (7.82) it follows that

$$
\int_{\Omega} v_{0} \Pi_{\varepsilon} \psi_{\varepsilon} d x=1+o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right) \quad \text { as } \varepsilon \rightarrow 0^{+}
$$

and hence, for $\varepsilon>0$ small enough,

$$
\int_{\Omega} \frac{\Pi_{\varepsilon} \psi_{\varepsilon}}{\left\|\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}} v_{0} d x>0
$$

Since $v_{\varepsilon}$ is the unique eigenfunction of (7.10) associated to $\lambda_{\varepsilon}$ satisfying (7.78), we conclude that necessarily

$$
\begin{equation*}
v_{\varepsilon}=\frac{\Pi_{\varepsilon} \psi_{\varepsilon}}{\left\|\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}} \tag{7.153}
\end{equation*}
$$

The convergence stated in (7.148) follows from (7.153), (7.151), (7.152), and (7.83).
Moreover, (7.83) implies that

$$
\begin{align*}
\left\|v_{\varepsilon}-\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{\mathcal{H}_{1}} & =\frac{\left|1-\left\|\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}\right|}{\left\|\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}}\left\|\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{\mathcal{H}_{1}}  \tag{7.154}\\
& =\left|1-\left\|\Pi_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}\right|\left\|v_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}=o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right) \quad \text { as } \varepsilon \rightarrow 0^{+}
\end{align*}
$$

whereas (7.81) yields that

$$
\begin{equation*}
\left\|\Pi_{\varepsilon} \psi_{\varepsilon}-v_{0}\right\|_{\mathcal{H}_{1}}^{2}=\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}+\left\|\Pi_{\varepsilon} \psi_{\varepsilon}-\psi_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}-2\left(V_{\varepsilon}, \Pi_{\varepsilon} \psi_{\varepsilon}-\psi_{\varepsilon}\right)_{\mathcal{H}_{\varepsilon}}=\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}+o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}\right) \tag{7.155}
\end{equation*}
$$

as $\varepsilon \rightarrow 0^{+}$. Combining (7.154) and (7.155) we deduce that

$$
\begin{equation*}
\left\|v_{\varepsilon}-v_{0}\right\|_{\mathcal{H}_{1}}^{2}=\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}+o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.156}
\end{equation*}
$$

Letting $\widetilde{V}_{\varepsilon}$ be as in (7.123), from (7.156) and (7.131) we deduce that

$$
\varepsilon^{-m}\left\|v_{\varepsilon}-v_{0}\right\|_{\mathcal{H}_{1}}^{2}=\left\|\widetilde{V}_{\varepsilon}\right\|_{\widetilde{\mathcal{X}}}^{2}(1+o(1))=\|\widetilde{V}\|_{\widetilde{\mathcal{X}}}^{2}(1+o(1)) \quad \text { as } \varepsilon \rightarrow 0^{+}
$$

thus proving (7.149).
Going back to the eigenfunctions of the original magnetic problem via the inverse of transformation (7.9), we deduce Theorem 7.1.4 from Proposition 7.5.10.

Proof of Theorem 7.1.4. If $u_{0}$ is an eigenfunction of (1.10) associated to the eigenvalue $\lambda_{0, n_{0}}$ such that $\int_{\Omega}\left|u_{0}\right|^{2} d x=1$, and $u_{\varepsilon}$ is the eigenfunction of (1.9) associated to $\lambda_{n_{0}, \varepsilon}$ satisfying (7.32), then $v_{\varepsilon}:=e^{-i \Theta_{\varepsilon}} u_{\varepsilon}$ is an eigenfunction of (7.10) associated to $\lambda_{n_{0}, \varepsilon}$ and $v_{0}:=e^{-i \Theta_{0}} u_{0}$ is an eigenfunction of (7.14) associated to $\lambda_{n_{0}, 0}$ such that condition (7.78) is satisfied. From Proposition 7.5 .10 it follows that $v_{\varepsilon}$ satisfies (7.148) and (7.149), in which we replace $v_{\varepsilon}$ with $e^{-i \Theta_{\varepsilon}} u_{\varepsilon}$ and $v_{0}$ with $e^{-i \Theta_{0}} u_{0}$ to get exactly (7.33) and (7.34), taking into account that $\Theta_{\varepsilon}(\varepsilon x)=\Theta_{1}(x)$ for all $x \in \mathbb{R}^{2} \backslash\left\{a^{j}: j=1, \ldots, k\right\}$.

### 7.6 The case of two poles

The purpose of this section is to prove Theorems 7.1.6 and 7.1.7. We consider the case $k_{1}=0$ and $k_{2}=1$, with the configuration of poles as in assumption (7.36), being $r_{1} \in(0, R)$ and $\varepsilon \in(0,1]$. For the sake of simplicity, let us denote

$$
T:=T^{1}, \quad \gamma_{+}:=\gamma_{+}^{1}, \quad \gamma_{-}:=\gamma_{-}^{1}, \quad \text { and } \quad \nu:=\nu^{1}=(0,1)
$$

see (7.4). We first consider a linear functional $L_{\varepsilon, h, \Lambda}$ more general than the one introduced in (7.16), defined for a generic domain $\Lambda$ and with the limit eigenfunction $v_{0}$ replaced by a generic function $h$; the corresponding minimal energy $\mathcal{E}_{\varepsilon, h, \Lambda}$ thus generalizes the energy
$\mathcal{E}_{\varepsilon}$ defined in (7.19). For every simply connected open bounded domain $\Lambda \subset \mathbb{R}^{2}$ such that $B_{R} \subseteq \Lambda$ and every $h \in H_{0}^{1}(\Lambda) \cap C^{\infty}(\Lambda)$, let

$$
L_{\varepsilon, h, \Lambda}: \mathcal{H}_{1, \Lambda} \rightarrow \mathbb{R}, \quad L_{\varepsilon, h, \Lambda}(w):=2 \int_{S_{\varepsilon}} \frac{\partial h}{\partial x_{2}} \gamma_{+}(w) d S
$$

and

$$
J_{\varepsilon, h, \Lambda}: \mathcal{H}_{\varepsilon, \Lambda} \rightarrow \mathbb{R}, \quad J_{\varepsilon, h, \Lambda}(w):=\frac{1}{2} \int_{\Lambda \backslash S_{\varepsilon}}|\nabla w|^{2} d x+L_{\varepsilon, h, \Lambda}(w)
$$

where, for all $\varepsilon \in(0,1], S_{\varepsilon}$ is defined in (7.37) and the functional space $\mathcal{H}_{\varepsilon, \Lambda}$ is the closure of

$$
\left\{w \in H^{1}\left(\Lambda \backslash S_{\varepsilon}\right): w=0 \text { on a neighbourhood of } \partial \Lambda\right\}
$$

with respect to the norm $\|w\|_{H^{1}\left(\Omega \backslash S_{\varepsilon}\right)}$. Then the minimization problem

$$
\begin{equation*}
\inf \left\{J_{\varepsilon, h, \Lambda}(w): w \in \mathcal{H}_{\varepsilon, \Lambda} \text { and } w-h \in \widetilde{\mathcal{H}}_{\varepsilon, \Lambda}\right\} \tag{7.157}
\end{equation*}
$$

with $\widetilde{\mathcal{H}}_{\varepsilon, \Lambda}:=\left\{w \in \mathcal{H}_{\varepsilon, \Lambda}: T(w)=0\right.$ on $\left.S_{\varepsilon}\right\}$, is uniquely achieved, as stated in the following proposition. We omit the proof, being similar to the one of Proposition 7.3.2.

Proposition 7.6.1. The infimum in (7.157) is achieved by a unique $V_{\varepsilon, h, \Lambda} \in \mathcal{H}_{\varepsilon, \Lambda}$. Furthermore, $V_{\varepsilon, h, \Lambda}$ weakly solves the problem

$$
\begin{cases}-\Delta V_{\varepsilon, h, \Lambda}=0, & \text { in } \Lambda \backslash S_{\varepsilon},  \tag{7.158}\\ V_{\varepsilon, h, \Lambda}=0, & \text { on } \partial \Lambda, \\ T\left(V_{\varepsilon, h, \Lambda}-h\right)=0, & \text { on } S_{\varepsilon}, \\ T\left(\frac{\partial V_{\varepsilon, h, \Lambda}}{\partial x_{2}}-\frac{\partial h}{\partial x_{2}}\right)=0, & \text { on } S_{\varepsilon},\end{cases}
$$

in the sense that $V_{\varepsilon, h, \Lambda} \in \mathcal{H}_{\varepsilon, \Lambda}, V_{\varepsilon, h, \Lambda}-h \in \widetilde{\mathcal{H}}_{\varepsilon, \Lambda}$, and

$$
\begin{equation*}
\int_{\Lambda \backslash S_{\varepsilon}} \nabla V_{\varepsilon, h, \Lambda} \cdot \nabla w d x=-L_{\varepsilon, h, \Lambda}(w) \quad \text { for all } w \in \widetilde{\mathcal{H}}_{\varepsilon, \Lambda} \tag{7.159}
\end{equation*}
$$

For every $\Lambda, h$ as above and $\varepsilon \in(0,1]$, let

$$
\begin{equation*}
\mathcal{E}_{\varepsilon, h, \Lambda}:=J_{\varepsilon, h, \Lambda}\left(V_{\varepsilon, h, \Lambda}\right) \tag{7.160}
\end{equation*}
$$

For every $L>0$ and $\varepsilon>0$, let $E_{\varepsilon}(L)$ be the ellipse defined as

$$
E_{\varepsilon}(L):=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: \frac{x_{1}^{2}}{L^{2}+r_{1}^{2} \varepsilon^{2}}+\frac{x_{2}^{2}}{L^{2}}<1\right\}
$$

We are going to compute $\mathcal{E}_{\varepsilon, P_{m}, E_{\varepsilon}(L)}$, where $P_{m}$ is a homogeneous polynomial of degree $m \geq 1$. We shall later apply such estimate with $P_{m}$ being the Taylor polynomial of $u_{0}$ centered at 0 of order $m$, with $u_{0}$ and $m$ as in 7.1.2.

Proposition 7.6.2. Let $m \in \mathbb{N}, m \geq 1$, and let $P_{m}$ be a homogeneous polynomial of degree m, i.e.

$$
\begin{equation*}
P_{m}\left(x_{1}, x_{2}\right):=\sum_{j=0}^{m} \ell_{j} x_{1}^{m-j} x_{2}^{j} \tag{7.161}
\end{equation*}
$$

for some $\ell_{0}, \ell_{1}, \ldots, \ell_{m} \in \mathbb{R}$. Then, for every $L>0$, we have

$$
\begin{equation*}
\int_{E_{\varepsilon}(L) \backslash S_{\varepsilon}}\left|\nabla V_{\varepsilon, P_{m}, E_{\varepsilon}(L)}\right|^{2} d x=\pi\left(\varepsilon r_{1}\right)^{2 m}\left(\ell_{0}^{2} \sum_{j=1}^{m} j\left|c_{j}\right|^{2}+\ell_{1}^{2} \sum_{j=1}^{m} \frac{\left|d_{j}\right|^{2}}{j}\right)+o\left(\varepsilon^{2 m}\right) \tag{7.162}
\end{equation*}
$$

as $\varepsilon \rightarrow 0^{+}$, where

$$
\begin{align*}
& c_{j}=\frac{1}{\pi} \int_{0}^{2 \pi}(\cos \eta)^{m} \cos (j \eta) d \eta \quad \text { for every } j \in \mathbb{N}  \tag{7.163}\\
& d_{j}=\frac{1}{\pi} \int_{0}^{2 \pi}(\cos \eta)^{m-1} \sin \eta \sin (j \eta) d \eta \quad \text { for every } j \in \mathbb{N} \backslash\{0\} \tag{7.164}
\end{align*}
$$

Proof. We consider elliptic coordinates $(\xi, \eta)$ defined as

$$
\left\{\begin{array}{l}
x_{1}=\varepsilon r_{1} \cosh (\xi) \cos (\eta),  \tag{7.165}\\
x_{2}=\varepsilon r_{1} \sinh (\xi) \sin (\eta),
\end{array} \quad \xi \geq 0, \eta \in[0,2 \pi)\right.
$$

see e.g. [3, Section 2.2]. In this coordinates $S_{\varepsilon}$ is described by the conditions

$$
\xi=0, \quad \eta \in[0,2 \pi)
$$

whereas $E_{\varepsilon}(L)$ is described by

$$
\xi \in\left[0, \xi_{\varepsilon}\right), \quad \eta \in[0,2 \pi)
$$

where $\xi_{\varepsilon}$ is such that $r_{1} \varepsilon \sinh \left(\xi_{\varepsilon}\right)=L$, that is

$$
\begin{equation*}
\xi_{\varepsilon}=\operatorname{arcsinh}\left(\frac{L}{r_{1} \varepsilon}\right)=\log \left(\frac{L}{r_{1} \varepsilon}+\sqrt{1+\frac{L^{2}}{r_{1}^{2} \varepsilon^{2}}}\right) . \tag{7.166}
\end{equation*}
$$

In particular $\partial E_{\varepsilon}(L)$ is described by the conditions

$$
\xi=\xi_{\varepsilon}, \quad \eta \in[0,2 \pi)
$$

The map

$$
F_{\varepsilon}:\left[0, \xi_{\varepsilon}\right) \times[0,2 \pi) \rightarrow E_{\varepsilon}(L), \quad F_{\varepsilon}(\xi, \eta)=\left(x_{1}, x_{2}\right)
$$

defined by (7.165), has a Jacobian matrix of the form

$$
J_{F_{\varepsilon}}(\xi, \eta)=\varepsilon r_{1} \sqrt{\cosh ^{2} \xi-\cos ^{2} \eta} O(\xi, \eta)
$$

for some orthogonal matrix $O(\xi, \eta)$, and det $J_{F_{\varepsilon}}(\xi, \eta)=\varepsilon^{2} r_{1}^{2}\left(\cosh ^{2} \xi-\cos ^{2} \eta\right)$. In particular $F_{\varepsilon}$ is a conform mapping and $J_{F_{\varepsilon}}(\xi, \eta)$ is an invertible matrix if $(\xi, \eta) \neq(0,0)$ and $(\xi, \eta) \neq(0, \pi)$.

Let $\widehat{V}_{\varepsilon, P_{m}, L}:=V_{\varepsilon, P_{m}, E_{\varepsilon}(L)} \circ F_{\varepsilon}$, where $V_{\varepsilon, P_{m}, E_{\varepsilon}(L)}$ is the solution of (7.158) in the case $\Lambda=E_{\varepsilon}(L)$ and $h=P_{m}$. We observe that, since $F_{\varepsilon}(\xi, \eta) \in \mathbb{R}_{+}^{2}$ if $\eta \in(0, \pi)$ and $F_{\varepsilon}(\xi, \eta) \in \mathbb{R}_{-}^{2}$ if $\eta \in(\pi, 2 \pi)$,

$$
\widehat{V}_{\varepsilon, P_{m}, L}(0, \eta)= \begin{cases}\gamma_{+}\left(V_{\varepsilon, P_{m}, E_{\varepsilon}(L)}\right)\left(\varepsilon r_{1} \cos \eta, 0\right), & \text { if } \eta \in(0, \pi) \\ \gamma_{-}\left(V_{\varepsilon, P_{m}, E_{\varepsilon}(L)}\right)\left(\varepsilon r_{1} \cos \eta, 0\right), & \text { if } \eta \in(\pi, 2 \pi)\end{cases}
$$

Furthermore,

$$
\frac{\partial \widehat{V}_{\varepsilon, P_{m}, L}}{\partial \xi}(0, \eta)= \begin{cases}\varepsilon r_{1}(\sin \eta) \gamma_{+}\left(\frac{\left.\partial V_{\varepsilon, P_{m}, E_{\varepsilon}(L)}\right)\left(\varepsilon r_{1} \cos \eta, 0\right),}{\partial x_{2}} \quad \text { if } \eta \in(0, \pi),\right. \\ \varepsilon r_{1}(\sin \eta) \gamma_{-}\left(\frac{\left.\partial V_{\varepsilon, P_{m}, E_{\varepsilon}(L)}\right)\left(\varepsilon r_{1} \cos \eta, 0\right),}{} \text { if } \eta \in(\pi, 2 \pi) .\right.\end{cases}
$$

We also note that, for every $\eta \in[0,2 \pi)$,

$$
P_{m}\left(F_{\varepsilon}(0, \eta)\right)=\left(\varepsilon r_{1}\right)^{m} \ell_{0}(\cos \eta)^{m} \quad \text { and } \quad \frac{\partial P_{m}}{\partial x_{2}}\left(F_{\varepsilon}(0, \eta)\right)=\ell_{1}\left(\varepsilon r_{1}\right)^{m-1}(\cos \eta)^{m-1}
$$

Therefore, $\widehat{V}_{\varepsilon, P_{m}, L}$ solves the problem

$$
\begin{cases}-\Delta \widehat{V}_{\varepsilon, P_{m}, L}=0, & \text { in }\left(0, \xi_{\varepsilon}\right) \times(0,2 \pi),  \tag{7.167}\\ \widehat{V}_{\varepsilon, P_{m}, L}\left(\xi_{\varepsilon}, \eta\right)=0, & \text { for all } \eta \in[0,2 \pi), \\ \widehat{V}_{\varepsilon, P_{m}, L}(\xi, 0)=\widehat{V}_{\varepsilon, P_{m}, L}(\xi, 2 \pi), & \text { for all } \xi \in\left(0, \xi_{\varepsilon}\right), \\ \widehat{V}_{\varepsilon, P_{m}, L}(0, \eta)+\widehat{V}_{\varepsilon, P_{m}, L}(0,2 \pi-\eta)=2 \ell_{0}\left(\varepsilon r_{1}\right)^{m}(\cos \eta)^{m}, & \text { for all } \eta \in(0, \pi), \\ \frac{\partial \widehat{V}_{\varepsilon, P_{m}, L}}{\partial \xi}(0, \eta)-\frac{\partial \widehat{V}_{\varepsilon, P_{m}, L}}{\partial \xi}(0,2 \pi-\eta) & \\ =2 \ell_{1}\left(\varepsilon r_{1}\right)^{m}(\cos \eta)^{m-1} \sin \eta, & \text { for all } \eta \in(0, \pi) .\end{cases}
$$

Let us consider the Fourier expansion of $\left(\varepsilon r_{1}\right)^{-m} \widehat{V}_{\varepsilon, P_{m}, L}$ with respect to the variable $\eta$

$$
\frac{1}{\left(\varepsilon r_{1}\right)^{m}} \widehat{V}_{\varepsilon, P_{m}, L}(\xi, \eta)=\frac{a_{0, \varepsilon}(\xi)}{2}+\sum_{j=1}^{\infty}\left(a_{j, \varepsilon}(\xi) \cos (j \eta)+b_{j, \varepsilon}(\xi) \sin (j \eta)\right),
$$

where

$$
\begin{array}{ll}
a_{j, \varepsilon}(\xi):=\frac{\left(\varepsilon r_{1}\right)^{-m}}{\pi} \int_{0}^{2 \pi} \widehat{V}_{\varepsilon, P_{m}, L}(\xi, \eta) \cos (j \eta) d \eta & \text { for all } j \in \mathbb{N}, \\
b_{j, \varepsilon}(\xi):=\frac{\left(\varepsilon r_{1}\right)^{-m}}{\pi} \int_{0}^{2 \pi} \widehat{V}_{\varepsilon, P_{m}, L}(\xi, \eta) \sin (j \eta) d \eta & \text { for all } j \in \mathbb{N} \backslash\{0\} .
\end{array}
$$

Since $\cos (2 \pi-\eta)=\cos \eta$ for any $\eta \in(0, \pi)$, from (7.167) it follows that

$$
a_{0, \varepsilon}(0)+2 \sum_{j=1}^{\infty} a_{j, \varepsilon}(0) \cos (j \eta)=2 \ell_{0}(\cos \eta)^{m} \quad \text { for all } \eta \in(0,2 \pi),
$$

hence $\left\{a_{j, \varepsilon}(0)\right\}_{j \in \mathbb{N}}$ are the Fourier coefficients of $\ell_{0}(\cos \eta)^{m}$ with respect to the orthonormal basis $\left\{\frac{1}{\sqrt{2 \pi}}, \frac{1}{\sqrt{\pi}} \cos (j \eta), \frac{1}{\sqrt{\pi}} \sin (j \eta)\right\}_{j \in \mathbb{N} \backslash\{0\}}$ of $L^{2}(0,2 \pi)$, i.e.

$$
a_{j, \varepsilon}(0)=\ell_{0} c_{j} \quad \text { for all } j \in \mathbb{N},
$$

with $c_{j}$ as in (7.163). In particular

$$
\begin{equation*}
a_{j, \varepsilon}(0)=\ell_{0} c_{j}=0 \quad \text { if } j>m . \tag{7.168}
\end{equation*}
$$

On the other hand, the last condition in (7.167) reads as

$$
\sum_{j=1}^{\infty} b_{j, \varepsilon}^{\prime}(0) \sin (j \eta)=\ell_{1}(\cos \eta)^{m-1} \sin \eta \quad \text { for all } \eta \in(0,2 \pi)
$$

It follows that $b_{j, \varepsilon}^{\prime}(0)$ are independent of $\varepsilon$ and

$$
b_{j, \varepsilon}^{\prime}(0)=\ell_{1} d_{j} \quad \text { for all } j \in \mathbb{N} \backslash\{0\}
$$

with $d_{j}$ as in (7.164); hence

$$
\begin{equation*}
b_{j, \varepsilon}^{\prime}(0)=\ell_{1} d_{j}=0 \quad \text { if } j>m \tag{7.169}
\end{equation*}
$$

From the equation in (7.167) it follows that

$$
\begin{aligned}
0 & =\frac{1}{\left(\varepsilon r_{1}\right)^{m}} \Delta \widehat{V}_{\varepsilon, P_{m}, L} \\
& =\frac{a_{0, \varepsilon}^{\prime \prime}(\xi)}{2}+\sum_{j=1}^{\infty}\left(\left(a_{j, \varepsilon}^{\prime \prime}(\xi)-j^{2} a_{j, \varepsilon}(\xi)\right) \cos (j \eta)+\left(b_{j, \varepsilon}^{\prime \prime}(\xi)-j^{2} b_{j, \varepsilon}(\xi)\right) \sin (j \eta)\right)
\end{aligned}
$$

hence

$$
\begin{align*}
& a_{0, \varepsilon}(\xi)=-\frac{a_{0, \varepsilon}(0)}{\xi_{\varepsilon}} \xi+a_{0, \varepsilon}(0)=-\frac{\ell_{0} c_{0}}{\xi_{\varepsilon}} \xi+\ell_{0} c_{0} \quad \text { for all } \xi \in\left(0, \xi_{\varepsilon}\right)  \tag{7.170}\\
& a_{j, \varepsilon}(\xi)=\ell_{0} c_{j}\left(\frac{e^{j \xi}}{1-e^{2 j \xi_{\varepsilon}}}+\frac{e^{-j \xi}}{1-e^{-2 j \xi_{\varepsilon}}}\right) \quad \text { for all } \xi \in\left(0, \xi_{\varepsilon}\right) \text { and } j \in \mathbb{N} \backslash\{0\}, \\
& b_{j, \varepsilon}(\xi)=\frac{\ell_{1} d_{j}}{j}\left(\frac{e^{j \xi}}{1+e^{2 j \xi_{\varepsilon}}}-\frac{e^{-j \xi}}{1+e^{-2 j \xi_{\varepsilon}}}\right) \quad \text { for all } \xi \in\left(0, \xi_{\varepsilon}\right) \text { and } j \in \mathbb{N} \backslash\{0\},
\end{align*}
$$

with $\xi_{\varepsilon}$ as in (7.166). Then, by (7.168) and (7.169), $a_{j, \varepsilon} \equiv b_{j, \varepsilon} \equiv 0$ for all $j>m$, so that

$$
\frac{1}{\left(\varepsilon r_{1}\right)^{m}} \widehat{V}_{\varepsilon, P_{m}, L}(\xi, \eta)=\frac{a_{0, \varepsilon}(\xi)}{2}+\sum_{j=1}^{m}\left(a_{j, \varepsilon}(\xi) \cos (j \eta)+b_{j, \varepsilon}(\xi) \sin (j \eta)\right)
$$

By a change of variables and the Parseval identity,

$$
\begin{align*}
& \int_{E_{\varepsilon}(L) \backslash S_{\varepsilon}}\left|\nabla V_{\varepsilon, P_{m}, E_{\varepsilon}(L)}\right|^{2} d x=\int_{0}^{\xi_{\varepsilon}} \int_{0}^{2 \pi}\left|\nabla \widehat{V}_{\varepsilon, P_{m}, L}\right|^{2} d \eta d \xi  \tag{7.171}\\
&=\left(\varepsilon r_{1}\right)^{2 m} \frac{\pi}{2} \int_{0}^{\xi_{\varepsilon}}\left|a_{0, \varepsilon}^{\prime}(\xi)\right|^{2} d \xi \\
&+\left(\varepsilon r_{1}\right)^{2 m} \pi \sum_{j=1}^{m} \int_{0}^{\xi_{\varepsilon}}\left(\left|a_{j, \varepsilon}^{\prime}(\xi)\right|^{2}+j^{2}\left|b_{j, \varepsilon}(\xi)\right|^{2}+\left|b_{j, \varepsilon}^{\prime}(\xi)\right|^{2}+j^{2}\left|a_{j, \varepsilon}(\xi)\right|^{2}\right) d \xi .
\end{align*}
$$

Let us compute each integral in the above formula. In view of (7.170) and (7.166), it is clear that

$$
\int_{0}^{\xi_{\varepsilon}}\left|a_{0, \varepsilon}^{\prime}(\xi)\right|^{2} d \eta=\frac{\ell_{0}^{2} c_{0}^{2}}{\xi_{\varepsilon}}=\frac{\ell_{0}^{2} c_{0}^{2}}{|\log \varepsilon|}+O\left(\frac{1}{|\log \varepsilon|^{2}}\right) \quad \text { as } \varepsilon \rightarrow 0^{+}
$$

Furthermore, for every $j \in \mathbb{N} \backslash\{0\}$,

$$
\begin{aligned}
& j^{2} \int_{0}^{\xi_{\varepsilon}}\left|b_{j, \varepsilon}(\xi)\right|^{2} d \xi=\ell_{1}^{2} d_{j}^{2} \int_{0}^{\xi_{\varepsilon}}\left(\frac{e^{j \xi}}{1+e^{2 j \xi_{\varepsilon}}}-\frac{e^{-j \xi}}{1+e^{-2 j \xi_{\varepsilon}}}\right)^{2} d \xi \\
& =\frac{\ell_{1}^{2} d_{j}^{2}}{\left(1+e^{2 j \xi_{\varepsilon}}\right)^{2}} \int_{0}^{\xi_{\varepsilon}} e^{2 j \xi} d \xi+\frac{\ell_{1}^{2} d_{j}^{2}}{\left(1+e^{-2 j \xi_{\varepsilon}}\right)^{2}} \int_{0}^{\xi_{\varepsilon}} e^{-2 j \xi} d \xi-\frac{2 \ell_{1}^{2} d_{j}^{2} \xi_{\varepsilon}}{2+e^{-2 j \xi_{\varepsilon}}+e^{2 j \xi_{\varepsilon}}} \\
& =\frac{\ell_{1}^{2} d_{j}^{2}}{2 j}\left(\frac{1}{\left(1+e^{2 j \xi_{\varepsilon}}\right)^{2}}\left(e^{2 j \xi_{\varepsilon}}-1\right)+\frac{1}{\left(1+e^{-2 j \xi_{\varepsilon}}\right)^{2}}\left(1-e^{-2 j \xi_{\varepsilon}}\right)\right)-\frac{2 \ell_{1}^{2} d_{j}^{2} \xi_{\varepsilon}}{2+e^{-2 j \xi_{\varepsilon}}+e^{2 j \xi_{\varepsilon}}} \\
& =\frac{\ell_{1}^{2} d_{j}^{2}}{2 j}(1+o(1)) \quad \text { as } \varepsilon \rightarrow 0^{+}
\end{aligned}
$$

and similarly

$$
\int_{0}^{\xi_{\varepsilon}}\left|b_{j, \varepsilon}^{\prime}(\xi)\right|^{2} d \xi=\ell_{1}^{2} d_{j}^{2} \int_{0}^{\xi_{\varepsilon}}\left(\frac{e^{j \xi}}{1+e^{2 j \xi_{\varepsilon}}}+\frac{e^{-j \xi}}{1+e^{-2 j \xi_{\varepsilon}}}\right)^{2} d \xi=\frac{\ell_{1}^{2} d_{j}^{2}}{2 j}(1+o(1)) \quad \text { as } \varepsilon \rightarrow 0^{+}
$$

Finally, for every $j \in \mathbb{N} \backslash\{0\}$,

$$
\begin{aligned}
& \int_{0}^{\xi_{\varepsilon}}\left|a_{j, \varepsilon}^{\prime}(\xi)\right|^{2} d \xi=j^{2} \ell_{0}^{2} c_{j}^{2} \int_{0}^{\xi_{\varepsilon}}\left(\frac{e^{j \xi}}{1-e^{2 j \xi_{\varepsilon}}}-\frac{e^{-j \xi}}{1-e^{-2 j \xi_{\varepsilon}}}\right)^{2} d \xi=\ell_{0}^{2} c_{j}^{2} \frac{j}{2}(1+o(1)), \\
& j^{2} \int_{0}^{\xi_{\varepsilon}}\left|a_{j, \varepsilon}(\xi)\right|^{2} d \xi=j^{2} \ell_{0}^{2} c_{j}^{2} \int_{0}^{\xi_{\varepsilon}}\left(\frac{e^{j \xi}}{1-e^{2 j \xi_{\varepsilon}}}+\frac{e^{-j \xi}}{1-e^{-2 j \xi_{\varepsilon}}}\right)^{2} d \xi=\ell_{0}^{2} c_{j}^{2} \frac{j}{2}(1+o(1)),
\end{aligned}
$$

as $\varepsilon \rightarrow 0^{+}$, as shown in the proof of [3, Lemma 2.3]. Replacing the above estimates in (7.171) we obtain (7.162).

Proposition 7.6.3. Let $m \in \mathbb{N} \backslash\{0\}$. For every $j \in \mathbb{N} \backslash\{0\}$, let $c_{j}$ and $d_{j}$ be as in (7.163) and (7.164), respectively. Then

$$
\begin{align*}
& \sum_{j=1}^{m} j\left|c_{j}\right|^{2}=\frac{m}{4^{m-1}}\binom{m-1}{\left\lfloor\frac{m-1}{2}\right\rfloor}^{2},  \tag{7.172}\\
& \sum_{j=1}^{m} \frac{1}{j}\left|d_{j}\right|^{2}=\frac{1}{m 4^{m-1}}\binom{m-1}{\left\lfloor\frac{m-1}{2}\right\rfloor}^{2} . \tag{7.173}
\end{align*}
$$

Proof. For the proof of (7.172) we refer to [4, Proposition A.3]. To prove (7.173), we observe that, in view of (7.163),

$$
(\cos \eta)^{m}=\frac{c_{0}}{2}+\sum_{j=1}^{m} c_{j} \cos (j \eta) \quad \text { for all } \eta \in[0,2 \pi] .
$$

Deriving the previous identity with respect to $\eta$, we obtain

$$
(\cos \eta)^{m-1} \sin \eta=\frac{1}{m} \sum_{j=1}^{m} j c_{j} \sin (j \eta)=\sum_{j=1}^{m} d_{j} \sin (j \eta) \quad \text { for all } \eta \in[0,2 \pi],
$$

in view of (7.164). It follows that $d_{j}=\frac{j}{m} c_{j}$ for all $j=1, \ldots, m$, hence (7.173) follows from (7.172).

Remark 7.6.4. Let $m \in \mathbb{N}, m \geq 1$, and let $P_{m}$ be a homogeneous polynomial of degree $m$ as in (7.161). Let $\Lambda \subset \mathbb{R}^{2}$ be a simply connected open bounded domain such that $B_{R} \subseteq \Lambda$.
(i) If the coefficient $\ell_{0}$ in (7.161) is zero, then $P_{m} \equiv 0$ on $S_{\varepsilon}$ for all $\varepsilon \in(0,1]$. Hence $V_{\varepsilon, P_{m}, \Lambda} \in \widetilde{\mathcal{H}}_{\varepsilon, \Lambda}$ and, in view of (7.159), $\int_{\Lambda \backslash S_{\varepsilon}}\left|\nabla V_{\varepsilon, P_{m}, \Lambda}\right|^{2} d x=-L_{\varepsilon, P_{m}, \Lambda}\left(V_{\varepsilon, P_{m}, \Lambda}\right)$, so that

$$
\mathcal{E}_{\varepsilon, P_{m}, \Lambda}=-\frac{1}{2} \int_{\Lambda \backslash S_{\varepsilon}}\left|\nabla V_{\varepsilon, P_{m}, \Lambda}\right|^{2} d x .
$$

(ii) If the coefficient $\ell_{1}$ in (7.161) is zero, then $\frac{\partial P_{m}}{\partial x_{2}} \equiv 0$ on $S_{\varepsilon}$ for all $\varepsilon \in(0,1]$. Hence $L_{\varepsilon, P_{m}, \Lambda} \equiv 0$ and

$$
\mathcal{E}_{\varepsilon, P_{m}, \Lambda}=\frac{1}{2} \int_{\Lambda \backslash S_{\varepsilon}}\left|\nabla V_{\varepsilon, P_{m}, \Lambda}\right|^{2} d x
$$

Proposition 7.6.5. Let $\Omega \subset \mathbb{R}^{2}$ be a simply connected open bounded domain with $0 \in B_{R} \subseteq$ $\Omega$. For every $\varepsilon \in(0,1)$, let $S_{\varepsilon}$ be defined in (7.37). Let $P_{m}$ be a homogeneous polynomial of degree $m$ as in (7.161) and $\mathcal{E}_{\varepsilon, P_{m}, \Omega}$ be defined in (7.160) with $\Lambda=\Omega$ and $h=P_{m}$. Then, letting $\ell_{0}$ and $\ell_{1}$ be as in (7.161), we have
(i) if $\ell_{0}=0$, then

$$
\mathcal{E}_{\varepsilon, P_{m}, \Omega}=-\frac{\pi}{2} r_{1}^{2 m} \ell_{1}^{2} \varepsilon^{2 m} \frac{1}{m 4^{m-1}}\binom{m-1}{\left\lfloor\frac{m-1}{2}\right\rfloor}^{2}+o\left(\varepsilon^{2 m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} ;
$$

(ii) if $\ell_{1}=0$, then

$$
\mathcal{E}_{\varepsilon, P_{m}, \Omega}=\frac{\pi}{2} r_{1}^{2 m} \ell_{0}^{2} \varepsilon^{2 m} \frac{m}{4^{m-1}}\binom{m-1}{\left\lfloor\frac{m-1}{2}\right\rfloor}^{2}+o\left(\varepsilon^{2 m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} .
$$

Proof. The set $\Omega$ is open and $0 \in \Omega$, hence there exist $L_{1}, L_{2}>0$ such that, for every $\varepsilon \in(0,1]$, $S_{\varepsilon} \subset E_{\varepsilon}\left(L_{1}\right) \subset \Omega \subset E_{\varepsilon}\left(L_{2}\right)$ (e.g. we can choose any $0<L_{1}<\sqrt{R^{2}-r_{1}^{2}}$ and $L_{2}=\operatorname{diam} \Omega$ ). From (7.157), (7.160), and the space inclusions $\mathcal{H}_{\varepsilon, E_{\varepsilon}\left(L_{1}\right)} \subset \mathcal{H}_{\varepsilon, \Omega} \subset \mathcal{H}_{\varepsilon, E_{\varepsilon}\left(L_{2}\right)}, \widetilde{\mathcal{H}}_{\varepsilon, E_{\varepsilon}\left(L_{1}\right)} \subset$ $\widetilde{\mathcal{H}}_{\varepsilon, \Omega} \subset \widetilde{\mathcal{H}}_{\varepsilon, E_{\varepsilon}\left(L_{2}\right)}$ obtained by trivial extension, we deduce that, for every $\varepsilon \in(0,1]$,

$$
\begin{equation*}
\mathcal{E}_{\varepsilon, P_{m}, E_{\varepsilon}\left(L_{2}\right)} \leq \mathcal{E}_{\varepsilon, P_{m}, \Omega} \leq \mathcal{E}_{\varepsilon, P_{m}, E_{\varepsilon}\left(L_{1}\right)} . \tag{7.174}
\end{equation*}
$$

If $\ell_{0}=0$, from Remark 7.6.4, (7.162), and (7.173) it follows that, for $i=1,2$,

$$
\begin{aligned}
\mathcal{E}_{\varepsilon, P_{m}, E_{\varepsilon}\left(L_{i}\right)} & \left.=-\frac{1}{2} \int_{E_{\varepsilon}\left(L_{i}\right) \backslash S_{\varepsilon}} \right\rvert\, \nabla V_{\varepsilon, P_{m},\left.E_{\varepsilon}\left(L_{i}\right)\right|^{2} d x} \\
& =-\frac{\pi}{2}\left(\varepsilon r_{1}\right)^{2 m} \ell_{1}^{2}\left(\sum_{j=1}^{m} \frac{\left|d_{j}\right|^{2}}{j}\right)+o\left(\varepsilon^{2 m}\right)=-\frac{\pi}{2} r_{1}^{2 m} \ell_{1}^{2} \varepsilon^{2 m} \frac{1}{m 4^{m-1}}\binom{m-1}{\left\lfloor\frac{m-1}{2}\right\rfloor}^{2}+o\left(\varepsilon^{2 m}\right)
\end{aligned}
$$

as $\varepsilon \rightarrow 0^{+}$, thus proving (i) in view of (7.174).
On the other hand, if $\ell_{1}=0$, then Remark 7.6.4, (7.162), and (7.172) imply that, for $i=1,2$,

$$
\begin{aligned}
\mathcal{E}_{\varepsilon, P_{m}, E_{\varepsilon}\left(L_{i}\right)} & =\frac{1}{2} \int_{E_{\varepsilon}\left(L_{i}\right) \backslash S_{\varepsilon}}\left|\nabla V_{\varepsilon, P_{m}, E_{\varepsilon}\left(L_{i}\right)}\right|^{2} d x \\
& =\frac{\pi}{2}\left(\varepsilon r_{1}\right)^{2 m} \ell_{0}^{2}\left(\sum_{j=1}^{m} j\left|c_{j}\right|^{2}\right)+o\left(\varepsilon^{2 m}\right)=\frac{\pi}{2} r_{1}^{2 m} \ell_{0}^{2} \varepsilon^{2 m} \frac{m}{4^{m-1}}\binom{m-1}{\left\lfloor\frac{m-1}{2}\right\rfloor}^{2}+o\left(\varepsilon^{2 m}\right)
\end{aligned}
$$

as $\varepsilon \rightarrow 0^{+}$, thus proving (ii) in view of (7.174).
Let $u_{0}$ be as in (7.35) with $u_{0}(0)=0$ and $m, \beta, \alpha_{0}$ be as in (7.38). Let $T_{m}$ be the Taylor polynomial of $u_{0}$ centered at 0 of order $m$ written in (7.39). In particular $T_{m}$ is of the form (7.161) with

$$
\ell_{j}=\frac{1}{(m-j)!j!} \frac{\partial^{m} u_{0}}{\partial x_{1}^{m-j} \partial x_{2}^{j}}(0)
$$

If $\alpha_{0}=\frac{j \pi}{m}$ for some $j \in\{0,1, \ldots, 2 m-1\}$, then, by Remark 7.1.5,

$$
\ell_{0}=T_{m}(1,0)=0
$$

and

$$
\ell_{1}=\frac{\partial T_{m}}{\partial x_{2}}(1,0)=\nabla T_{m}(1,0) \cdot(0,1)=m \beta \cos (j \pi)=(-1)^{j} m \beta
$$

Hence, by Proposition 7.6.5, in this case we have

$$
\begin{equation*}
\mathcal{E}_{\varepsilon, T_{m}, \Omega}=-\frac{\pi}{2} r_{1}^{2 m} \varepsilon^{2 m} \frac{m \beta^{2}}{4^{m-1}}\binom{m-1}{\left\lfloor\frac{m-1}{2}\right\rfloor}^{2}+o\left(\varepsilon^{2 m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.175}
\end{equation*}
$$

On the other hand, if $\alpha_{0}=\frac{\pi}{2 m}+\frac{j \pi}{m}$ for some $j \in\{0,1, \ldots, 2 m-1\}$, then, by Remark 7.1.5,

$$
\ell_{0}=T_{m}(1,0)=-\beta \sin \left(\frac{\pi}{2}+j \pi\right)=(-1)^{j+1} \beta
$$

and

$$
\ell_{1}=\frac{\partial T_{m}}{\partial x_{2}}(1,0)=m \beta \cos \left(\frac{\pi}{2}+j \pi\right)=0
$$

In this case, Proposition 7.6.5 then provides the expansion

$$
\begin{equation*}
\mathcal{E}_{\varepsilon, T_{m}, \Omega}=\frac{\pi}{2} r_{1}^{2 m} \varepsilon^{2 m} \frac{m \beta^{2}}{4^{m-1}}\binom{m-1}{\left\lfloor\frac{m-1}{2}\right\rfloor}^{2}+o\left(\varepsilon^{2 m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.176}
\end{equation*}
$$

Let $g:=u_{0}-T_{m}$. Since $u_{0}$ is smooth and $T_{m}$ is its Taylor polynomial at 0 of order $m$, then

$$
\begin{equation*}
g(x)=O\left(|x|^{m+1}\right) \quad \text { and } \quad|\nabla g(x)|=O\left(|x|^{m}\right) \quad \text { as } x \rightarrow 0 \tag{7.177}
\end{equation*}
$$

Proposition 7.6.6. Let $m$ and $\alpha_{0}$ be as in (7.38). For every $\varepsilon \in(0,1]$, let $V_{\varepsilon, T_{m}, \Omega}$ and $\mathcal{E}_{\varepsilon, T_{m}, \Omega}$ be as in (7.157) and (7.160), with $\Lambda=\Omega$ and $h=T_{m}$, and let $V_{\varepsilon}=V_{\varepsilon, u_{0}, \Omega}$ and $\mathcal{E}_{\varepsilon}=\mathcal{E}_{\varepsilon, u_{0}, \Omega}$ be as in (7.18) and (7.19), respectively. Then

$$
\begin{equation*}
\left\|V_{\varepsilon}-V_{\varepsilon, T_{m}, \Omega}\right\|_{\mathcal{H}_{\varepsilon}}^{2}=O\left(\varepsilon^{2 m+1}\right)=o\left(\varepsilon^{2 m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.178}
\end{equation*}
$$

and, if either $\alpha_{0}=\frac{j \pi}{m}$ or $\alpha_{0}=\frac{\pi}{2 m}+\frac{j \pi}{m}$ for some $j \in\{0,1, \ldots, 2 m-1\}$,

$$
\begin{align*}
& \left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}=O\left(\varepsilon^{m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+}  \tag{7.179}\\
& \mathcal{E}_{\varepsilon}-\mathcal{E}_{\varepsilon, T_{m}, \Omega}=o\left(\varepsilon^{2 m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.180}
\end{align*}
$$

Proof. Let $W_{\varepsilon}:=V_{\varepsilon}-V_{\varepsilon, T_{m}, \Omega}$. Then $W_{\varepsilon}$ satisfies (7.159) with $h:=g$. Let $\eta_{\varepsilon}$ be as in (7.68). Testing (7.159) with $w=W_{\varepsilon}-\eta_{\varepsilon} g$, by Young's Inequality and (7.3) we obtain

$$
\begin{aligned}
& \left\|W_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}=\int_{\Omega \backslash S_{\varepsilon}} \eta_{\varepsilon} \nabla W_{\varepsilon} \cdot \nabla g d x+\int_{\Omega \backslash S_{\varepsilon}} g \nabla W_{\varepsilon} \cdot \nabla \eta_{\varepsilon} d x-2 \int_{S_{\varepsilon}} \frac{\partial g}{\partial x_{2}} \gamma^{+}\left(W_{\varepsilon}\right) d S+2 \int_{S_{\varepsilon}} \frac{\partial g}{\partial x_{2}} g d S \\
& \leq \frac{1}{2}\left\|W_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}+C\left(\int_{\Omega} \eta_{\varepsilon}^{2}|\nabla g|^{2} d x+\int_{\Omega} g^{2}\left|\nabla \eta_{\varepsilon}\right|^{2} d x+\int_{S_{\varepsilon}}\left|\frac{\partial g}{\partial x_{2}}\right|^{2} d S\right)+2 \int_{S_{\varepsilon}}\left|\frac{\partial g}{\partial x_{2}}\right||g| d S,
\end{aligned}
$$

for some positive constant $C>0$. Hence (7.178) follows from (7.68) and (7.177).
We have

$$
\begin{align*}
& \mathcal{E}_{\varepsilon}-\mathcal{E}_{\varepsilon, T_{m}, \Omega}=\frac{1}{2}\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}-\left\|V_{\varepsilon, T_{m}, \Omega}\right\|_{\mathcal{H}_{\varepsilon}}^{2}\right) \\
&+2 \int_{S_{\varepsilon}}\left(\frac{\partial u_{0}}{\partial x_{2}} \gamma_{+}\left(V_{\varepsilon}\right)-\frac{\partial T_{m}}{\partial x_{2}} \gamma_{+}\left(V_{\varepsilon, T_{m}, \Omega}\right)\right) d S . \tag{7.181}
\end{align*}
$$

By Remark 7.6.4 and Proposition 7.6.5 we have that, if either $\alpha_{0}=\frac{j \pi}{m}$ or $\alpha_{0}=\frac{\pi}{2 m}+\frac{j \pi}{m}$ for some $j \in\{0,1, \ldots, 2 m-1\}$, then $\left\|V_{\varepsilon, T_{m}, \Omega}\right\|_{\mathcal{H}_{\varepsilon}}=\sqrt{2\left|\mathcal{E}_{\varepsilon, T_{m}, \Omega}\right|}=O\left(\varepsilon^{m}\right)$ as $\varepsilon \rightarrow 0^{+}$. Then, (7.179) follows from (7.178). Using again (7.178) we conclude that

$$
\begin{equation*}
\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}-\left\|V_{\varepsilon, T_{m}, \Omega}\right\|_{\mathcal{H}_{\varepsilon}}^{2}=\left(V_{\varepsilon}-V_{\varepsilon, T_{m}, \Omega}, V_{\varepsilon}+V_{\varepsilon, T_{m}, \Omega}\right)_{\mathcal{H}_{\varepsilon}}=o\left(\varepsilon^{2 m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} . \tag{7.182}
\end{equation*}
$$

Furthermore, fixing some $p>2$ and letting $p^{\prime}=\frac{p}{p-1}$, Hölder's inequality, (7.177), and the continuity of the trace operators (7.3) imply that

$$
\begin{align*}
&\left|\int_{S_{\varepsilon}}\left(\frac{\partial u_{0}}{\partial x_{2}} \gamma_{+}\left(V_{\varepsilon}\right)-\frac{\partial T_{m}}{\partial x_{2}} \gamma_{+}\left(V_{\varepsilon, T_{m}, \Omega}\right)\right) d S\right| \\
&=\left|\int_{S_{\varepsilon}}\left(\frac{\partial g}{\partial x_{2}} \gamma_{+}\left(V_{\varepsilon}\right)+\frac{\partial T_{m}}{\partial x_{2}}\left(\gamma_{+}\left(V_{\varepsilon}\right)-\gamma_{+}\left(V_{\varepsilon, T_{m}, \Omega}\right)\right)\right) d S\right| \\
& \leq \int_{S_{\varepsilon}}\left|\frac{\partial g}{\partial x_{2}}\right|\left|\gamma_{+}\left(V_{\varepsilon}\right)\right| d S+\int_{S_{\varepsilon}}\left|\frac{\partial T_{m}}{\partial x_{2}}\right|\left|\gamma_{+}\left(W_{\varepsilon}\right)\right| d S \\
& \leq \operatorname{const}\left(\varepsilon^{m+\frac{1}{p^{\prime}}}\left(\int_{S_{\varepsilon}}\left|\gamma_{+}\left(V_{\varepsilon}\right)\right|^{p} d S\right)^{1 / p}+\varepsilon^{m-1+\frac{1}{p^{\prime}}}\left(\int_{S_{\varepsilon}}\left|\gamma_{+}\left(W_{\varepsilon}\right)\right|^{p} d S\right)^{1 / p}\right) \\
& \leq \operatorname{const}\left(\varepsilon^{m+\frac{1}{p^{\prime}}}\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}+\varepsilon^{\left.m-1+\frac{1}{p^{\prime}}\left\|W_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}\right)}\right. \\
& \quad=O\left(\varepsilon^{2 m+\frac{1}{p^{\prime}}}\right)+O\left(\varepsilon^{2 m-\frac{1}{2}+\frac{1}{p^{\prime}}}\right)=o\left(\varepsilon^{2 m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.183}
\end{align*}
$$

where we used estimates (7.179) and (7.178). Combining (7.181), (7.182), and (7.183) we finally obtain (7.180).
Proof of Theorems 7.1.6 and 7.1.7. Since we are considering only two opposite poles on the same line, we have $v_{0}=e^{-i \Theta_{0}} u_{0}=u_{0}$. Let $m \in \mathbb{N} \backslash\{0\}$ and $\alpha_{0} \in\left[0, \frac{\pi}{m}\right)$ be as in (7.38).

If $\alpha_{0}=\frac{j \pi}{m}$ or $\alpha_{0}=\frac{\pi}{2 m}+\frac{j \pi}{m}$ for some $j \in\{0,1, \ldots, 2 m-1\}$, then, by (7.38) (see Remark 7.1.5), $u_{0}(x)=T_{m}(x)+O\left(|x|^{m+1}\right)$ and $\frac{\partial u_{0}}{\partial x_{2}}(x)=\frac{\partial T_{m}}{\partial x_{2}}(x)+O\left(|x|^{m}\right)$ as $x \rightarrow 0$, so that

$$
\begin{equation*}
L_{\varepsilon}\left(u_{0}\right)=2 \int_{S_{\varepsilon}} \frac{\partial T_{m}}{\partial x_{2}} T_{m} d S+O\left(\varepsilon^{2 m+1}\right)=O\left(\varepsilon^{2 m+1}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{7.184}
\end{equation*}
$$

since, in this case, either $\left.T_{m}\right|_{S_{\varepsilon}} \equiv 0$ or $\left.\frac{\partial T_{m}}{\partial x_{2}}\right|_{S_{\varepsilon}} \equiv 0$.
From Theorem 7.1.1, (7.184), (7.179), and (7.180), it follows that

$$
\begin{equation*}
\lambda_{\varepsilon, n_{0}}-\lambda_{0, n_{0}}=2 \mathcal{E}_{\varepsilon}-2 L_{\varepsilon}\left(u_{0}\right)+o\left(L_{\varepsilon}\left(u_{0}\right)\right)+o\left(\left\|V_{\varepsilon}\right\|_{\mathcal{H}_{\varepsilon}}^{2}\right)=2 \mathcal{E}_{\varepsilon, T_{m}, \Omega}+o\left(\varepsilon^{2 m}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} . \tag{7.185}
\end{equation*}
$$

Theorem 7.1.6 follows from (7.185) and (7.175), while Theorem 7.1.7 is a consequence of (7.185) and (7.176).

Remark 7.6.7. The case $m=0$ has been omitted in the present section as, for $u_{0}(0) \neq 0$ the sharp expansion is already contained in [5] even without symmetry assumptions on the domain; however, the above argument could also apply in such a case, providing an alternative proof of the result of [5].

### 7.7 Dealing with more general configurations of poles

In this section, we give a hint on how our approach could be extended to treat other possible configurations of poles, which are not covered in detail for the sake of simplicity of exposition. By 7.1.1, the quantity that sharply measures the eigenvalue variation is $\mathcal{E}_{\varepsilon}-L_{\varepsilon}\left(v_{0}\right)$, where $\mathcal{E}_{\varepsilon}$ is as in (7.19), $L_{\varepsilon}$ as in (7.16) and $v_{0}$ is the limit eigenfunction after a gauge transformation, thus solving (7.14). As explained in the introduction, $\mathcal{E}_{\varepsilon}$ is essentially an intermediate quantity between a capacity and a torsional rigidity, measuring the set $\cup_{j=1}^{k_{1}+k_{2}} S_{\varepsilon}^{j}$. For the success of our method it is important that the limit eigenfunction $v_{0}$ is regular on the sets $S_{\varepsilon}^{j}$, while the perturbed eigenfunction $v_{\varepsilon}$ jumps on them, together with $\nabla v_{\varepsilon} \cdot \nu^{j}$. Our approach can be applied to all configurations of poles for which, after a gauge transformation as in 7.2.3, the origin belongs to the half-lines on which the perturbed eigenfunction $v_{\varepsilon}$ jumps.

We provide below some examples. Since the gauge transformation for a configuration of poles is the composition of the gauge transformations of the families of poles lying on the same straight line, we now focus on a single set of $k$ collinear poles. Hence, for sake of simplicity, we assume

$$
\left\{a^{j}\right\}_{j=1, \ldots, k} \subset B_{R}(0) \cap\left\{\left(x_{1}, 0\right): x_{1} \in \mathbb{R}\right\} \subset \Omega .
$$

More precisely, we assume that $k=n_{1}+n_{2}$, where $n_{1}, n_{2} \in \mathbb{N}$ denote, respectively, the number of poles which lie on the left and on the right side with respect to the origin (either $n_{1}$ or $n_{2}$ might be zero). Namely,

$$
a^{j}= \begin{cases}\left(-\delta_{j}, 0\right), & \text { for } j=1, \ldots, n_{1}, \\ \left(\delta_{j}, 0\right), & \text { for } j=n_{1}+1, \ldots, n_{1}+n_{2},\end{cases}
$$

where $\delta_{j}>0$ are such that

$$
-\delta_{1}<-\delta_{2}<\cdots<-\delta_{n_{1}}<0<\delta_{n_{1}+1}<\cdots<\delta_{n_{1}+n_{2}} .
$$

For the above configuration, we consider problem (1.9). One of the following cases occurs:
(i) $n_{1}$ and $n_{2}$ are both even;
(ii) $n_{1}$ and $n_{2}$ are both odd;
(iii) $n_{1}$ is odd and $n_{2}$ is even (or vice versa).

The procedure developed to prove our main result 7.1 .1 can be reproduced in cases (i) and (ii), as well as in case (iii) if $n_{2}=0$.

Let us now briefly describe, in these cases, how problem (1.9) becomes after a tailored gauge transformation. Hereafter, we denote by $\Sigma:=\mathbb{R} \times\{0\}$ the $x_{1}$ axis, by $T: H^{1}\left(\mathbb{R}^{2} \backslash \Sigma\right) \rightarrow$ $L^{p}(\Sigma)$ the jump trace operator defined as in (7.4) with $\Sigma$ instead of $\Sigma^{j}$, and by $\nu:=(0,1)$.

Case (i): even number of poles evenly distributed, i.e. $n_{1}=2 N$ and $n_{2}=2 M$ for some $N, M \in \mathbb{N}$ (see 7.8a). In this case, reasoning as in 7.2 .3 , it is possible to find a gauge transformation such that problem (1.9) is equivalent to

$$
\begin{cases}-\Delta v=\lambda v, & \text { in } \Omega \backslash \bigcup_{j=1}^{N+M} S_{\varepsilon}^{j} \\ v=0, & \text { on } \partial \Omega, \\ T(v)=T(\nabla v \cdot \nu)=0, & \text { on } \bigcup_{j=1}^{N+M} S_{\varepsilon}^{j}\end{cases}
$$

where

$$
S_{\varepsilon}^{j}:= \begin{cases}{\left[-\varepsilon \delta_{2 j-1},-\varepsilon \delta_{2 j}\right] \times\{0\},} & \text { if } j=1, \ldots, N \\ {\left[\varepsilon \delta_{2 j-1}, \varepsilon \delta_{2 j}\right] \times\{0\},} & \text { if } j=N+1, \ldots, N+M\end{cases}
$$

Case (ii): even number of poles oddly distributed, i.e. $n_{1}=2 N+1$ and $n_{2}=2 M+1$ for some $N, M \in \mathbb{N}$ (see 7.8b). Once again, reasoning as in (7.2.3), one can find a gauge transformation such that problem (1.9) is equivalent to

$$
\begin{cases}-\Delta v=\lambda v, & \text { in } \Omega \backslash \bigcup_{j=1}^{N+M+1} S_{\varepsilon}^{j} \\ v=0, & \text { on } \partial \Omega, \\ T(v)=T(\nabla v \cdot \nu)=0, & \text { on } \bigcup_{j=1}^{N+M+1} S_{\varepsilon}^{j}\end{cases}
$$

where

$$
S_{\varepsilon}^{j}:= \begin{cases}{\left[-\varepsilon \delta_{2 j-1},-\varepsilon \delta_{2 j}\right] \times\{0\},} & \text { for } j=1, \ldots, N, \\ {\left[-\varepsilon \delta_{2 N+1}, \varepsilon \delta_{2 N+2}\right] \times\{0\},} & \text { for } j=N+1, \\ {\left[\varepsilon \delta_{2 j-1}, \varepsilon \delta_{2 j}\right] \times\{0\},} & \text { for } j=N+2, \ldots, N+M+1 .\end{cases}
$$

(iii): odd number of poles all on the same side, i.e. $n_{1}=2 N+1$ and $n_{2}=0$ (see 7.8c). In this case, problem (1.9) is equivalent to

$$
\begin{cases}-\Delta v=\lambda v, & \text { in } \Omega \backslash\left[\Gamma_{0} \cup\left(\bigcup_{j=1}^{N+1} S_{\varepsilon}^{j}\right)\right] \\ v=0, & \text { on } \partial \Omega \\ T(v)=T(\nabla v \cdot \nu)=0, & \text { on } \Gamma_{0} \\ T(v)=T(\nabla v \cdot \nu)=0, & \text { on } \bigcup_{j=1}^{N+1} S_{\varepsilon}^{j}\end{cases}
$$

where

$$
S_{\varepsilon}^{j}:= \begin{cases}{\left[-\varepsilon \delta_{2 j-1},-\varepsilon \delta_{2 j}\right] \times\{0\},} & \text { for } j=1, \ldots, N \\ {\left[-\varepsilon \delta_{2 N+1}, 0\right] \times\{0\},} & \text { for } j=N+1\end{cases}
$$

To conclude, the only case left open is case (iii) with $n_{2} \neq 0$. This requires non-trivial technical adaptations and will be the object of future investigation.


Figure 7.8: The jumping set after gauge transformation in cases (i), (ii), and (iii).
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